Numerical solution of systems of linear Volterra integral equations using block-pulse functions
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Abstract: This paper generalizes Block-Pulse Functions method for solving systems of linear Volterra integral equations of the second kind. This method, using operational matrix associated with Block-Pulse Functions, reduces these types of equations to a linear lower triangular system of algebraic equations. Numerical examples are presented to illustrate the computational efficiency of the method.
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1 Introduction

Volterra equations naturally appear in history-dependent problems such as population dynamics, renewal equations, nuclear reactor dynamics, viscoelasticity, study of epidemics, superfluidity, damped vibrations, heat conduction and diffusion [7]. Systems of Volterra integral equations have wide applications in engineering, physics, chemistry and populations growth models [11]. We consider the following system of linear Volterra integral equations (SLVIEs) of the second kind [7].

\[
F(t) = G(t) + \int_0^t K(t, s) F(s) \, ds, \quad 0 \leq t \leq 1 \tag{1.1}
\]

where

\[
F(t) = \begin{bmatrix} f_1(t) \\ f_2(t) \\ \vdots \\ f_n(t) \end{bmatrix}^T,
\]

\[
G(t) = \begin{bmatrix} g_1(t) \\ g_2(t) \\ \vdots \\ g_n(t) \end{bmatrix}^T,
\]

\[
K(t, s) = \begin{bmatrix} k_{pq}(t, s) \end{bmatrix}, \quad p, q = 1, 2, \ldots, n.
\]

In this system, \(G, K\) are given differentiable functions and \(F\) is the solution to be determined. Continuity of \(G\) and \(K\) guarantees the existence and uniqueness of the solution [1].

Several researchers have adopted different techniques for solving this system (1.1). Rabbani et al. have used a modified Taylor-series expansion method to reduce the system of integral equations to a linear system of Ordinary Differential Equations, which are solved by constructing appropriate boundary conditions [11]. Tahmasbi and Fard have presented a derivative-free method based on the power series method [13]. Mirzaee have used Rationalized Haar functions with their product operational matrix [10]. Biazar and Eslami have proposed a modified Homotopy Perturbation Method using a simple modification [4].

Block-Pulse functions have been used by many researchers for various problems such as solving differential equations [12], integral equations [6], population balance equations [3]. Recently, Maleknejad have used BPFs for solving Fredholm integral equations system [9]. Babolian presented a direct method to solve Volterra integral equation of the first kind using operational matrix with BPFs [2] . Numerical solution for a system of first kind Volterra integral equations is presented in [8]. In this paper, we present Block-Pulse Functions (BPFs)
method for the computation of numerical solution of system of linear Volterra integral equations (SLVIEs) of the second kind.

This paper is organized as follows. Section 2 defines BPFs and describes the mathematical preliminaries, which are relevant for the derivation that follows. Section 3 is concerned with the derivation of the proposed method. Section 4 demonstrates the efficiency of the method by numerical examples. Section 5 concludes the paper.

2 Block-Pulse Functions

This section describes the definition and properties of Block Pulse Functions. Function approximation using BPFs and operational matrix associated with BPFs have been discussed briefly.

2.1 Definition

An \( m \)-set of BPFs is defined as \[ \phi_i(t) = \begin{cases} 1, & \frac{(i-1)T}{m} \leq t < \frac{iT}{m}, \\ 0, & \text{otherwise} \end{cases} \quad (2.2) \]

where \( t \in [0, T) \), \( h = \frac{T}{m} \), \( i = 1, 2, \ldots, m \) and \( \phi_i \) is the \( i \)th BPF.

In this article, it is assumed that \( T = 1 \), so the BPFs are defined over \( t \in [0,1) \). This set of functions can be concisely described by an \( m \)-vector

\[ \Phi(t) = [\phi_1(t) \ phi_2(t) \ldots \ phi_m(t)]^T. \]

2.2 Properties

The most important properties of BPFs are disjointness, orthogonality and completeness \([2, 8]\).

The disjointness property is,

\[ \phi_i(t)\phi_j(t) = \delta_{ij}\phi_i(t) \quad (2.3) \]

for \( i, j = 1, 2, \ldots, m \) and \( \delta_{ij} \) is the Kronecker delta.

The orthogonality property is,

\[ \int_0^1 \phi_i(t) \phi_j(t) \, dt = h\delta_{ij} \quad (2.4) \]

for \( i, j = 1, 2, \ldots, m \).

The completeness property is as follows:

For every \( f \in L^2([0,1]) \) when \( m \) approaches to the infinity, Parseval’s identity holds:

\[ \int_0^1 f^2(t) \, dt = \sum_{i=1}^m f_i^2 \|\phi_i(t)\|^2 \quad (2.5) \]

where

\[ f_i = \frac{1}{h} \int_0^1 f(t) \phi_i(t) \, dt = m \int_{\frac{i-1}{m}}^{\frac{i}{m}} f(t) \, dt. \quad (2.6) \]

It is easy to verify that \( \Phi(t)^T(\Phi(t)) = \text{diag}(\Phi(t)) \) and \( \Phi^T(t)\Phi(t) = 1 \).

Let \( V \) be an \( m \)-vector and \( \tilde{V} = \text{diag}(V) \). Then,

\[ \Phi(t)^T(\Phi(t))^T(\Phi(t))V = \tilde{V}\Phi(t) \quad (2.7) \]

Further, for every \( m \times m \) matrix \( B \),

\[ \Phi^T(t)B\Phi(t) = \tilde{B}\Phi(t) \quad (2.8) \]

where \( \tilde{B} \) is an \( m \)-vector with elements equal to the diagonal entries of matrix \( B \).
2.3 Operational matrix

Now, the integral \( \int_0^t \phi_i(\tau) \, d\tau \) is expanded in terms of BPFs. Arranging the coefficients of expansion in a matrix form, we have

\[
\int_0^t \Phi(\tau) \, d\tau \simeq P\Phi(t)
\]

where \( P_{m \times m} \) is given by:

\[
P = \frac{h}{2} \begin{bmatrix}
1 & 2 & 2 & \cdots & 2 \\
0 & 1 & 2 & \cdots & 2 \\
0 & 0 & 1 & \cdots & 2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix}.
\]

The significance of the matrix \( P \) is that the integration of \( \Phi(\tau) \) can be approximately (in the least-square error sense) achieved by premultiplying \( \Phi(t) \) by the constant matrix \( P \). For this reason, \( P \) is called the operational matrix for BPFs [12].

2.4 Function Approximation

The orthogonality property of BPFs is the base of expanding functions into their block pulse series [9]. For every \( f \in L^2([0,1]) \),

\[
f(t) \simeq \sum_{i=1}^{m} f_i \phi_i(t) = F^T \Phi(t) = \Phi^T(t)F,
\]

where \( F = [f_1 \ f_2 \ \cdots \ f_m]^T \) and \( \Phi(t) = [\phi_1(t) \ \phi_2(t) \ \cdots \ \phi_m(t)]^T \). Also, any function \( k(t,s) \in L^2([0,1] \times [0,1]) \) can similarly be expanded with respect to BPFs such as

\[
k(t,s) \simeq \Phi^T(t)K\Psi(s),
\]

where \( \Phi(t) \) and \( \Psi(s) \) are \( m_1 \) and \( m_2 \) dimensional BPF vectors respectively, and \( K \) is the \( m_1 \times m_2 \) block-pulse coefficient matrix with \( k_{ij}, \ i = 1,2,\ldots,m_1, \ j = 1,2,\ldots,m_2 \), as follows:

\[
k_{ij} = m_1m_2 \int_0^1 \int_0^1 k(t,s) \phi_i(t) \psi_j(s) \, dt \, ds
\]

In this article, it is assumed that \( m_1 = m_2 = m \).

3 BPFs Method for System of Volterra Integral Equations

We consider the system of linear Volterra integral equations (1.1). The system also can be written as

\[
f_p(t) = g_p(t) + \sum_{q=1}^{n} \int_0^t k_{pq}(t,s) f_q(s) \, ds, \quad 0 \leq t \leq 1
\]

where \( p = 1,2,\ldots,n \).

BPF expansions for the functions \( f_p, f_q, g_p, k_{pq} \) can be written as:

\[
f_p(t) \simeq F_p^T \Phi(t) = \Phi^T(t)F_p
\]

\[
f_q(s) \simeq F_q^T \Phi(s) = \Phi^T(s)F_q
\]

\[
g_p(t) \simeq G_p^T \Phi(t) = \Phi^T(t)G_p
\]

\[
k_{pq}(t,s) \simeq \Phi^T(t)K_{pq}\Phi(s)
\]
where $F_p = [f_{p1}, f_{p2}, \ldots, f_{pm}]^T$ and $K_{pq} = [k_{ij}]$ with $i, j = 1, 2, \ldots, m$.

Now, the $p^{th}$ equation, from the system (3.10), can be expanded in $m$-terms BPFs expansion as follows,

$$F_p^T \Phi(t) \doteq G_p^T \Phi(t) + \sum_{q=1}^{n} \int_0^t \Phi^T(t) K_{pq} \Phi(s) \Phi^T(s) \text{ } F_q \text{ } ds$$

$$= G_p^T \Phi(t) + \Phi^T(t) \sum_{q=1}^{n} K_{pq} \int_0^t \Phi(s) \Phi^T(s) \text{ } F_q \text{ } ds$$

Using Eq. (2.7) gives,

$$F_p^T \Phi(t) \doteq G_p^T \Phi(t) + \Phi^T(t) \sum_{q=1}^{n} K_{pq} \tilde{F}_q \Phi(t)$$

$$= G_p^T \Phi(t) + \Phi^T(t) \left[ K_{p1} \tilde{F}_1 P + K_{p2} \tilde{F}_2 P + \ldots + K_{pn} \tilde{F}_n P \right] \Phi(t)$$

Using Eq. (2.8) gives,

$$F_p^T \Phi(t) \doteq G_p^T \Phi(t) + \hat{F}_p^T \Phi(t)$$

$$F_p \doteq G_p + \hat{F}_p$$ \hspace{1cm} (3.11)

where $\hat{F}_p$ is an $m$-vector with components equal to the diagonal entries of the $m \times m$ matrix $\sum_{q=1}^{n} K_{pq} \tilde{F}_q P$. We have $\tilde{F}_q = \text{diag}(F_q)$. Now, $\hat{F}_p$ can be computed as

$$\hat{F}_p = \begin{pmatrix}
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(1,1)} f_{q1} \\
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(2,1)} f_{q1} + \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(2,2)} f_{q2} \\
\vdots \\
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m-1)} f_{q1} + \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m,2)} f_{q2} + \ldots + \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m,m)} f_{qm}
\end{pmatrix}$$

which can also be written as

$$\hat{F}_p = \begin{pmatrix}
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(1,1)} & 0 & \cdots & 0 \\
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(2,1)} & \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(2,2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m-1)} & \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m,2)} & \cdots & \frac{h}{2} \sum_{q=1}^{n} k_{pq}^{(m,m)}
\end{pmatrix}
\begin{pmatrix}
f_{q1} \\
f_{q2} \\
\vdots \\
f_{qm}
\end{pmatrix}$$

Using Eq. (3.11) in Eq. (1.1) and replacing $\doteq$ with $=$ yields,
This can also be written as

\[
F(i) = G(i) + \frac{1}{m} \sum_{j=1}^{i-1} K(i,j) F(j) + \frac{1}{2m} K(i,i) F(i), \quad i = 1, 2, \ldots, m
\]  

(3.12)

where \( F(i) = [f_1, f_2, \ldots, f_n]^T \) and \( K(i,j) = \left[ k_{pq}^{(i,j)} \right] \), \( p, q = 1, 2, \ldots, n \).

Eq.(3.12) gives Block-Pulse coefficients recursively. Using these coefficients with \( F(t) = [F(1) \quad F(2) \ldots \quad F(m)] \Phi(t) \), numerical solutions can be easily computed.

4 Numerical Examples

Now, we employ the proposed BPF method to compute the numerical solution of some examples and compare it with their exact solutions. For each example, the exact solutions \( f_i(t) \), computed numerical solutions \( f_i^*(t) \) and maximum absolute errors \( e_i(t) = \max \{|f_i^*(t) - f_i(t)|, 0 \leq t < 1\} \), \( i = 1, 2, \ldots, n \), for different values of \( m \), are presented in Tables 1-6. The computed values, illustrated by these results, agrees well with the exact solutions. For higher \( m \) values, the method achieves better accuracy.

Example 1. Consider the system of Volterra integral equations, from [10],

\[
\begin{align*}
  f_1(t) &= t + \frac{t^3}{3} + \frac{t^4}{12} + \int_0^t (s^2 - t) (f_1(s) + f_2(s)) \, ds \\
  f_2(t) &= t^2 - \frac{t^3}{3} - \frac{t^4}{4} + \int_0^t s (f_1(s) + f_2(s)) \, ds
\end{align*}
\]

with the exact solutions \( f_1(t) = t \) and \( f_2(t) = t^2 \). The numerical results are shown in Tables 1-2.

<table>
<thead>
<tr>
<th>( t )</th>
<th>( m = 32 )</th>
<th>( m = 64 )</th>
<th>Exact Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f_1^*(t) )</td>
<td>( f_2^*(t) )</td>
<td>( f_1(t) )</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0156</td>
<td>0.0003</td>
<td>0.0078</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1094</td>
<td>0.0121</td>
<td>0.1016</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2031</td>
<td>0.0414</td>
<td>0.1953</td>
</tr>
<tr>
<td>0.3</td>
<td>0.2969</td>
<td>0.0883</td>
<td>0.3047</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3906</td>
<td>0.1527</td>
<td>0.3984</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5157</td>
<td>0.2660</td>
<td>0.5078</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6094</td>
<td>0.3715</td>
<td>0.6016</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7032</td>
<td>0.4946</td>
<td>0.6953</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7970</td>
<td>0.6353</td>
<td>0.8047</td>
</tr>
<tr>
<td>0.9</td>
<td>0.8908</td>
<td>0.7936</td>
<td>0.8985</td>
</tr>
</tbody>
</table>
Table 2: Maximum absolute errors for Example 1

<table>
<thead>
<tr>
<th>m</th>
<th>$e_1(t)$</th>
<th>$e_2(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1.5667e−02</td>
<td>1.6419e−02</td>
</tr>
<tr>
<td>64</td>
<td>7.8226e−03</td>
<td>7.9170e−03</td>
</tr>
<tr>
<td>128</td>
<td>3.9087e−03</td>
<td>4.2478e−03</td>
</tr>
<tr>
<td>256</td>
<td>1.9537e−03</td>
<td>1.9596e−03</td>
</tr>
</tbody>
</table>

Example 2. For the system, from [4],

\[
\begin{align*}
    f_1(t) &= 1 - \frac{t^2}{2} + \int_0^t (f_1(s) + se^s f_2(s)) \, ds \\
    f_2(t) &= 1 + \frac{t^2}{2} + \int_0^t (-se^{-s} f_1(s) - f_2(s)) \, ds
\end{align*}
\]

with the exact solutions $f_1(t) = e^t$ and $f_2(t) = e^{-t}$, the numerical results are given in Tables 3-4.

Table 3: Numerical results for Example 2

<table>
<thead>
<tr>
<th>t</th>
<th>$f_1^m(t)$</th>
<th>$f_2^m(t)$</th>
<th>$f_1^64(t)$</th>
<th>$f_2^64(t)$</th>
<th>Exact Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0160</td>
<td>0.9845</td>
<td>1.0079</td>
<td>0.9922</td>
<td>1.0000     1.0000</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1158</td>
<td>0.8964</td>
<td>1.1070</td>
<td>0.9034</td>
<td>1.1052     0.9048</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2255</td>
<td>0.8162</td>
<td>1.2158</td>
<td>0.8226</td>
<td>1.2214     0.8187</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3460</td>
<td>0.7432</td>
<td>1.3563</td>
<td>0.7374</td>
<td>1.3499     0.7408</td>
</tr>
<tr>
<td>0.4</td>
<td>1.4783</td>
<td>0.6767</td>
<td>1.4896</td>
<td>0.6714</td>
<td>1.4918     0.6703</td>
</tr>
<tr>
<td>0.5</td>
<td>1.6752</td>
<td>0.5971</td>
<td>1.6618</td>
<td>0.6018</td>
<td>1.6487     0.6065</td>
</tr>
<tr>
<td>0.6</td>
<td>1.8398</td>
<td>0.5437</td>
<td>1.8251</td>
<td>0.5480</td>
<td>1.8221     0.5488</td>
</tr>
<tr>
<td>0.7</td>
<td>2.0207</td>
<td>0.4950</td>
<td>2.0045</td>
<td>0.4989</td>
<td>2.0138     0.4966</td>
</tr>
<tr>
<td>0.8</td>
<td>2.2193</td>
<td>0.4507</td>
<td>2.2362</td>
<td>0.4472</td>
<td>2.2255     0.4493</td>
</tr>
<tr>
<td>0.9</td>
<td>2.4375</td>
<td>0.4103</td>
<td>2.4560</td>
<td>0.4072</td>
<td>2.4596     0.4066</td>
</tr>
</tbody>
</table>

Table 4: Maximum absolute errors for Example 2

<table>
<thead>
<tr>
<th>m</th>
<th>$e_1(t)$</th>
<th>$e_2(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>2.6440e−02</td>
<td>1.5464e−02</td>
</tr>
<tr>
<td>64</td>
<td>1.3049e−02</td>
<td>7.7720e−03</td>
</tr>
<tr>
<td>128</td>
<td>6.4821e−03</td>
<td>3.8961e−03</td>
</tr>
<tr>
<td>256</td>
<td>3.2306e−03</td>
<td>1.9506e−03</td>
</tr>
</tbody>
</table>
Example 3. Finally, let us solve the following system of Volterra integral equations, taken from [3],

\[
\begin{align*}
    f_1(t) &= 1 + t^2 - \frac{t^3}{3} - \frac{t^4}{3} + \int_0^t ((t-s)^3 f_1(s) + (t-s)^2 f_2(s)) \, ds \\
    f_2(t) &= 1 - t - t^3 - \frac{t^4}{4} - \frac{t^7}{420} + \int_0^t ((t-s)^4 f_1(s) + (t-s)^3 f_2(s)) \, ds
\end{align*}
\]

with the exact solutions \( f_1(t) = 1 + t^2 \) and \( f_2(t) = 1 + t - t^3 \). The numerical results are shown in Table 5-6.

Table 5: Numerical results for Example 3

<table>
<thead>
<tr>
<th>t</th>
<th>( f_1(t) )</th>
<th>( f_2(t) )</th>
<th>( f_1(t) )</th>
<th>( f_2(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0003</td>
<td>1.0156</td>
<td>1.0001</td>
<td>1.0078</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0120</td>
<td>1.1080</td>
<td>1.0103</td>
<td>1.1005</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0413</td>
<td>1.1947</td>
<td>1.0382</td>
<td>1.1879</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0882</td>
<td>1.2706</td>
<td>1.0929</td>
<td>1.2764</td>
</tr>
<tr>
<td>0.4</td>
<td>1.1527</td>
<td>1.3309</td>
<td>1.1588</td>
<td>1.3352</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2660</td>
<td>1.3784</td>
<td>1.2579</td>
<td>1.3768</td>
</tr>
<tr>
<td>0.6</td>
<td>1.3714</td>
<td>1.3830</td>
<td>1.3619</td>
<td>1.3838</td>
</tr>
<tr>
<td>0.7</td>
<td>1.4945</td>
<td>1.3554</td>
<td>1.4835</td>
<td>1.3591</td>
</tr>
<tr>
<td>0.8</td>
<td>1.6351</td>
<td>1.2907</td>
<td>1.6476</td>
<td>1.2836</td>
</tr>
<tr>
<td>0.9</td>
<td>1.7934</td>
<td>1.1840</td>
<td>1.8072</td>
<td>1.1732</td>
</tr>
</tbody>
</table>

Table 6: Maximum absolute errors for Example 3

<table>
<thead>
<tr>
<th>m</th>
<th>( e_1(t) )</th>
<th>( e_2(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1.6640e−02</td>
<td>1.5617e−02</td>
</tr>
<tr>
<td>64</td>
<td>7.8991e−03</td>
<td>7.8115e−03</td>
</tr>
<tr>
<td>128</td>
<td>4.2336e−03</td>
<td>3.9061e−03</td>
</tr>
<tr>
<td>256</td>
<td>1.9585e−03</td>
<td>1.9531e−03</td>
</tr>
</tbody>
</table>

5 Conclusion

Block-Pulse Functions method is presented for the numerical solution of linear system of Volterra integral equations of the second kind. Using operational matrix associated with Block-Pulse functions, the method converts the system of integral equations into a lower triangular system of algebraic equations.

As illustrated by examples, the proposed method gives accurate results. The value of \( 'm' \) can be selected as large enough to increase the accuracy.
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