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#### Abstract

In this paper, we consider a more general and multidimensional fractional Langevin equations with nonlinear terms that involve some unknown functions and their Caputo derivatives. Using some fixed point theorems, we obtain new results on the existence and uniqueness of solutions in addition to the existence of at least one solution. We also define and prove the generalized Ulam-Heyers stability of solutions for the considered equations. Some examples are provided to illustrate the applications of our results.
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## 1. Introduction and Preliminaries

In the last few decades, there has been an explosion of research activities on the application of fractional differential equations to very diverse scientific fields ranging from the physics of diffusion and advection phenomena, to control systems, finance and economics. For more details, see [9, 12, 17, 18]. Furthermore, Ulam-Hyers stability is one of the important issues in the theory of differential equations and their applications. Considerable work have been done in this field of research, see, e.g., Abbas et al. [1], Chalishajar [4], Dai et al. [6], Harikrishnan et al. [10], Ibrahim et al. [11], Taïeb [24-28], Taïeb et al. [29-31] and Wang [33].

Let us now introduce some other important research papers related to the Langevin equation which has inspired our work: we know that the Langevin equation was introduced by

Paul Langevin in 1908, in order to describe Brownian motion [14]. The Langevin equation was used to describe the evolution of physical phenomena in fluctuating environment [5]. The generalized Langevin equation which was concerned with describing the fractal and memory properties, was proposed by Kubo [13], in 1966.

Ever after, Langevin equations have exhausted the attention of many authors [ $2,3,7,8,16,20,21,23,32$ ].

In 2008, A new type of fractional Langevin equation of two different orders is introduced by S.C. Lim et al. [15]:

$$
{ }_{0} D_{t}^{\beta}\left({ }_{0} D_{t}^{\alpha}+\lambda\right) u(t)=f(t, u(t)) .
$$

The solutions for this equation, known as the fractional OrnsteinUhlenbeck processes, based on Weyl and Riemann-Liouville fractional derivatives are obtained.

In 2018, a class of Langevin equations is studied by R.W. Ibrahim et al. [11]:

$$
\left\{\begin{array}{l}
{ }^{\rho} D^{\alpha_{1}, \beta}\left({ }^{\rho} D^{\alpha_{2}, \beta}+\lambda\right) x(t)=f(t, x(t)) \\
t \in J:=(a, b] \\
I^{1-\gamma_{x}}(a)=x_{a}, \quad \gamma=\left(\alpha_{1}+\alpha_{2}\right)(1-\beta)+\beta
\end{array}\right.
$$

where the existence, uniqueness and stability results are obtained, $\rho^{\rho} D^{\alpha_{1}, \beta}, \quad \rho^{\alpha_{2}, \beta}$ are Hilfer-Katugampola fractional
differential operators of orders $\alpha_{1}$ and $\alpha_{2}, \beta, \rho>0$ and $\lambda$ is any real number, $f: J \times \mathbb{R} \rightarrow \mathbb{R}$ is given continuous function.

In 2020, a coupled system of nonlinear fractional Langevin equations of $\alpha$ and $\beta$ fractional orders, is proposed by A . Salem et al. [22]:

$$
\left\{\begin{array}{l}
{ }^{c} D^{\beta_{1}}\left({ }^{c} D^{\alpha_{1}}+\lambda\right) x_{1}(t)=f_{1}\left(t, x_{1}(t), x_{2}(t)\right), \\
{ }^{c} D^{\beta_{2}}\left({ }^{c} D^{\alpha_{2}}+\lambda\right) x_{2}(t)=f_{2}\left(t, x_{1}(t), x_{2}(t)\right), \\
t \in[0,1]
\end{array}\right.
$$

supplemented by the following:

$$
\left\{\begin{array}{l}
x_{1}(0)=0, \quad{ }^{c} D^{\alpha_{1}} x_{1}(0)=\Gamma\left(\alpha_{1}+1\right)^{\rho_{1}} I^{\gamma_{1}} x_{1}\left(\eta_{1}\right), \\
\sum_{j=1}^{m_{1}} a_{j_{1}} x_{1}\left(\zeta_{j_{1}}\right)=\mu_{1}{ }^{A B} I^{\gamma_{2}} x_{1}\left(\eta_{2}\right), \\
x_{1}(0)=0, \quad{ }^{c} D^{\alpha_{2}} x_{2}(0)=\Gamma\left(\alpha_{2}+1\right)^{\rho_{2}} I^{\gamma_{3}} x_{2}\left(\eta_{3}\right), \\
\sum_{j=1}^{m_{2}} a_{j_{2}} x_{2}\left(\zeta_{j_{2}}\right)=\mu_{2}{ }^{A B} I^{\gamma_{4}} x_{2}\left(\eta_{4}\right),
\end{array}\right.
$$

where ${ }^{c} D$ is the Caputo fractional derivative of order $0<\alpha_{i} \leq 1 \quad$ and $\quad 1<\beta i \leq 2$, for $\quad i=1,2 .{ }^{A B} I$ and $\quad \rho_{I}$ are Atangana-Baleanu, and Katugampola fractional integrals, respectively. $\rho_{i}>0$ and $\lambda_{i}, \mu_{i} \in \mathbb{R}$, for $\quad i=1,2, \quad \gamma_{k}>0$, for $k=1,2,3,4, a_{j_{i}} \in \mathbb{R}$, for $j=1,2, \ldots, m_{i}$, and $i=1,2$. $0<\eta_{k}<\zeta_{1_{i}}<\zeta_{2_{i}}<\cdots<\zeta_{m_{i}}<1$, for $i=1,2$, and $k=$ $1, \ldots, 4$,
$f_{1}, f_{2}:[0,1] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$, are continuous functions.
In this paper, we consider a more general and multidimensional fractional Langevin equations that involve some unknown functions and their Caputo derivatives. Then, we discuss the existence, uniqueness and some types of Ulam stabilities for the proposed coupled nonlinear fractional system. So, let us consider:

$$
\left\{\begin{array}{l}
{ }_{0} D_{t}^{\beta_{k}}\left({ }_{0} D_{t}^{\alpha_{k}}+\lambda_{k}\right) x_{k}(t)=f_{k}\left(\Delta_{x}(t)\right)  \tag{1.1}\\
k=1, \ldots, n, \quad t \in J:=[0,1] \\
x_{k}(0)={ }_{0} D_{t}^{\alpha_{k}} x_{k}(0)=x_{k}(1)+{ }_{0} I_{1}^{\alpha_{k}} x_{k}(t)=0
\end{array}\right.
$$

where

$$
\Delta_{x}(t):=\left(t, x_{1}(t), \ldots, x_{n}(t){ }_{, 0} D_{t}^{\delta_{1}} x_{1}(t), \ldots, 0 D_{t}^{\delta n} x_{n}(t)\right)
$$

$0<\alpha_{k}<1, \quad 1<\beta_{k}<2, \quad 0<\delta_{k}<\alpha_{k}, \quad \lambda_{k} \in \mathbb{R}, \quad f_{k}:$ $J \times \mathbb{R}^{2 n} \rightarrow \mathbb{R}, \quad k=1, \ldots, n, \quad n \in \mathbb{N}-\{0\}, \quad$ are continous functions. The operators ${ }_{0} D_{t}^{\alpha_{k}},{ }_{0} D_{t}^{\beta_{k}},{ }_{0} D_{t}^{\delta_{k}}$ are the derivatives in the sense of Caputo, defined by:

$$
\begin{aligned}
{ }_{0} D_{t}^{\kappa} x(t) & =\frac{1}{\Gamma(m-\kappa)} \int_{0}^{t}(t-s)^{m-\kappa-1} x^{(m)}(s) d s \\
& ={ }_{0} I_{t}^{m-\kappa} x^{(m)}(t)
\end{aligned}
$$

with $\quad m-1<\kappa<m, \quad m \in \mathbb{N}-\{0\}$. The Riemann-Liouville fractional integral ${ }_{0} I_{t}^{\vartheta}$ of order $\quad \vartheta \geq 0$ for a continuous function $\psi$ on $[0, \infty)$ is defined by:

$$
{ }_{0} I_{t}^{\vartheta} \psi(t)=\left\{\begin{array}{l}
\frac{1}{\Gamma(\vartheta)} \int_{0}^{t}(t-s)^{\vartheta-1} \psi(s) d s, \quad \vartheta>0 \\
\psi(t), \quad \vartheta=0
\end{array}\right.
$$

where $t \geq 0$ and $\Gamma(\vartheta):=\int_{0}^{\infty} e^{-x} x^{\vartheta-1} d x$.
We give some properties of the fractional calculus theory which can be found in [19].
(i): For $\alpha, \beta>0 ; \quad n-1<\alpha<n$, we have:

$$
{ }_{0} D_{t}^{\alpha} t^{\beta-1}=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)} t^{\beta-\alpha-1}, \quad \beta>n
$$

and ${ }_{0} D_{t}^{\alpha} t^{j}=0, \quad j=0,1, \ldots, n-1$,
(ii) :

$$
{ }_{0} D_{t 0}^{p} I_{t}^{q} f(t)={ }_{0} I_{t}^{q-p} f(t),
$$

where $\quad q>p>0 \quad$ and $\quad f \in L^{1}([a, b])$,
(iii) : Let $n \in \mathbb{N}-\{0\}, n-1<\alpha<n$, and ${ }_{0} D_{t}^{\alpha} u(t)=0$.

Then,

$$
u(t)=\sum_{j=0}^{n-1} c_{j} t^{j}
$$

and

$$
{ }_{0} I_{t 0}^{\alpha} D_{t}^{\alpha} u(t)=u(t)+\sum_{j=0}^{n-1} c_{j} t^{j}, \quad\left(c_{j}\right)_{j=0,1, \ldots, n-1} \in \mathbb{R} .
$$

We also need to the following fundamental Lemma to prove our existence results.

Lemma 1.1 (Shaefer Fixed Point Theorem). Let E be a Banach space. Assume that $\quad T: E \rightarrow E$ is a completely continuous operator and the set $\Omega=\{x \in E: \quad x=\lambda T x \quad, 0<\lambda<1\}$, is bounded. Then, $T$ has a fixed point in $E$.

From the following auxiliary result, we will import the integral representation of system (1.1).
Lemma 1.2. Let given $0<\alpha_{k}<1, \quad 1<\beta_{k}<2, \quad k=$ $1, \ldots, n, \quad n \in \mathbb{N}-\{0\}, \quad \lambda_{k} \in \mathbb{R}, \quad$ and a family $\quad\left(G_{k}\right)_{k=1, \ldots, n} \in$ $C([0,1], \mathbb{R})$. Then, the following problem:

$$
\begin{equation*}
{ }_{0} D_{t}^{\beta_{k}}\left({ }_{0} D_{t}^{\alpha_{k}}+\lambda_{k}\right) x_{k}(t)=G_{k}(t), \quad k=1, \ldots, n \tag{1.2}
\end{equation*}
$$

associated with the conditions:

$$
\begin{equation*}
x_{k}(0)={ }_{0} D_{t}^{\alpha_{k}} x_{k}(0)=x_{k}(1)+\lambda_{k} I_{1}^{\alpha_{k}} x_{k}(t)=0, \tag{1.3}
\end{equation*}
$$

has a unique solution $\left(x_{1}, \ldots, x_{n}\right)$, where

$$
\begin{align*}
x_{k}(t)= & \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} G_{k}(s) d s \\
& -\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} x_{k}(s) d s \\
& -\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} G_{k}(s) d s \tag{1.4}
\end{align*}
$$

Proof. The property (iii) allow us to write problem (1.2) to an equivalent integral equations:

$$
\begin{align*}
x_{k}(t)= & \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} G_{k}(s) d s \\
& -\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} x_{k}(s) d s \\
& -\frac{c_{0}^{k} t^{\alpha_{k}}}{\Gamma\left(\alpha_{k}+1\right)}-\frac{c_{1}^{k} t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+2\right)}-c_{0}^{\prime k}, \tag{1.5}
\end{align*}
$$

where $c_{0}^{k}, c_{1}^{k}, c_{0}^{k} \in \mathbb{R}, \quad k=1, \ldots, n$. Using the boundary conditions (1.3), we obtain:

$$
\begin{align*}
c_{0}^{\prime k} & =c_{0}^{k}=0 \\
c_{1}^{k} & =\frac{\Gamma\left(\alpha_{k}+2\right)}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} G_{k}(s) d s \tag{1.6}
\end{align*}
$$

Substituting Eq. (1.6) in Eq. (1.5), we receive Eq. (1.4). This completes the proof.

Now, we introduce the Banach space:

$$
B:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}: x_{k} \in C(J, \mathbb{R}),{ }_{0} D_{t}^{\delta_{k}} x_{k} \in C(J, \mathbb{R})\right\}
$$

$k=1, \ldots, n, \quad$ endowed with the norm:

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{B}=\max _{1 \leq k \leq n}\left(\left\|x_{k}\right\|_{\infty},\left\|{ }_{0} D_{t}^{\delta_{k}} x_{k}\right\|_{\infty}\right)
$$

such that,

$$
\left\|x_{k}\right\|_{\infty}=\max _{t \in J}\left|x_{k}(t)\right| \text { and }\left\|{ }_{0} D_{t}^{\delta_{k}} x_{k}\right\|_{\infty}=\max _{t \in J}\left|{ }_{0} D_{t}^{\delta_{k}} x_{k}(t)\right| .
$$

## 2. Main results

We begin this section by introducing the following hypotheses:
$\left(\mathscr{H}_{1}\right): \quad$ There exist nonegative constants $\left(\eta_{k}\right)_{j}, \quad k=$ $1, \ldots, n, \quad j=1, \ldots, 2 n$, such that,

$$
\left|f_{k}\left(t, u_{1}, \ldots, u_{2 n}\right)-f_{k}\left(t, v_{1}, \ldots, v_{2 n}\right)\right| \leq \sum_{j=1}^{2 n}\left(\eta_{k}\right)_{j}\left|u_{j}-v_{j}\right|
$$

for all $t \in J$ and all $\left(u_{1}, \ldots, u_{2 n}\right),\left(v_{1}, \ldots, v_{2 n}\right) \in \mathbb{R}^{2 n}$,
$\left(\mathscr{H}_{2}\right): \quad$ There exist nonnegative constants $L_{k}$, such that for all $t \in J \quad$ and all $\left(u_{1}, \ldots, u_{2 n}\right) \in \mathbb{R}^{2 n}$,

$$
\left|f_{k}\left(t, u_{1}, \ldots, u_{2 n}\right)\right| \leq L_{k}
$$

$\left(\mathscr{H}_{3}\right): \quad$ The functions $\quad\left(f_{k}\right)_{k=1, \ldots, n}: J \times \mathbb{R}^{2 n}$ are continuous,
$(\mathscr{C}):$ The constant

$$
\Delta:=\max _{1 \leq k \leq n}\left(\Sigma_{k} \Theta_{k}+\Lambda_{k}, \Sigma_{k} \Theta_{k}^{*}+\Lambda_{k}^{*}\right)
$$

satisfies $0<\Delta<1$, where

$$
\begin{aligned}
\Sigma_{k}= & \sum_{j=1}^{2 n}\left(\eta_{k}\right)_{j} \\
\Lambda_{k}= & \frac{\left|\lambda_{k}\right|}{\Gamma\left(\alpha_{k}+1\right)}, \\
\Lambda_{k}^{*}= & \frac{\left|\lambda_{k}\right|}{\Gamma\left(\alpha_{k}-\delta_{k}+1\right)} \\
\Theta_{k}= & \frac{2}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \\
\Theta_{k}^{*}= & \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)} \\
& +\frac{\Gamma\left(\alpha_{k}+2\right)}{\Gamma\left(\alpha_{k}-\delta_{k}+2\right) \Gamma\left(\alpha_{k}+\beta_{k}+1\right)}
\end{aligned}
$$

### 2.1 Existence and Uniqueness of Solutions

Our first main result is based on the Banach contraction principle.

Theorem 2.1. Assume that $\left(\mathscr{H}_{1}\right)$ and $(\mathscr{C})$ hold. Then, system (1.1) has a unique solution on $J$.

Proof. Define the nonlinear operator $\quad \mathscr{A}: B \rightarrow B$ by:

$$
\mathscr{A}\left(x_{1}, \ldots, x_{n}\right)(t)=\left(\mathscr{A}_{1}\left(x_{1}, \ldots, x_{n}\right)(t), \ldots, \mathscr{A}_{n}\left(x_{1}, \ldots, x_{n}\right)(t)\right),
$$

with

$$
\begin{aligned}
& \mathscr{A}_{k}\left(x_{1}, \ldots, x_{n}\right)(t) \\
&= \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{x}(t)\right) d s \\
&-\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} x_{k}(s) d s \\
&-\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{x}(t)\right) d s, \\
&= \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-\delta_{k}-1} f_{k}\left(\Delta_{x}(t)\right) d s \\
&-\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}-\delta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-\delta_{k}-1} x_{k}(s) d s \\
&-\frac{\Gamma\left(x_{1}, \ldots, x_{n}\right)(t)}{\Gamma\left(\alpha_{k}-\delta_{k}+2\right) t^{\alpha_{k}-\delta_{k}+1} \Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
& \times \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{x}(t)\right) d s,
\end{aligned}
$$

for all $k=1, \ldots, n, \quad$ and all $t \in J$.
We will show that the operator $\mathscr{A}$ is contractive on $B$.
Let $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in B$. Then, for all $t \in J$, we have:

$$
\begin{aligned}
& \quad\left|\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)(t)-\mathscr{A}_{k}\left(y_{1}, \ldots y_{n}\right)(t)\right| \\
& \leq \quad \max _{s \in J}\left|f_{k}\left(\Delta_{x}(t)\right)-f_{k}\left(\Delta_{y}(t)\right)\right| \frac{t^{\alpha_{k}+\beta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \\
& \quad+\frac{\left|\lambda_{k}\right| t^{\alpha_{k}}}{\Gamma\left(\alpha_{k}+1\right)} \max _{s \in J}\left|x_{k}(s)-y_{k}(s)\right| \\
& \quad+\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \max _{s \in J}\left|f_{k}\left(\Delta_{x}(t)\right)-f_{k}\left(\Delta_{y}(t)\right)\right| .
\end{aligned}
$$

Using $\left(\mathscr{H}_{1}\right)$, we can write:

$$
\begin{aligned}
& \left\|\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)-\mathscr{A}_{k}\left(y_{1}, \ldots y_{n}\right)\right\|_{\infty} \\
\leq & \frac{2}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \sum_{j=1}^{2 n}\left(\eta_{k}\right)_{j} \\
& \times \max \left(\begin{array}{c}
\left\|x_{1}-y_{1}\right\|_{\infty}, \ldots,\left\|x_{n}-y_{n}\right\|_{\infty} \\
\left\|{ }_{0} D_{t}^{\delta_{1}}\left(x_{1}-y_{1}\right)\right\|_{\infty}, \ldots, \\
\left\|{ }_{0} D_{t}^{\delta n}\left(x_{n}-y_{n}\right)\right\|_{\infty}
\end{array}\right) \\
& +\frac{\left|\lambda_{k}\right|}{\Gamma\left(\alpha_{k}+1\right)}\left\|x_{k}-y_{k}\right\|_{\infty}
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \left\|\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)-\mathscr{A}_{k}\left(y_{1}, \ldots y_{n}\right)\right\|_{\infty} \\
\leq \quad & \left(\Theta_{k} \Sigma_{k}+\Lambda_{k}\right)\left\|\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right)\right\|_{B} . \tag{2.1}
\end{align*}
$$

Using the same arguments, we can write:

$$
\begin{align*}
& \left\|{ }_{0} D_{t}^{\delta_{k}}\left(\mathscr{A}_{k}\left(x_{1}, \ldots, x_{n}\right)-\mathscr{A}_{k}\left(y_{1}, \ldots y_{n}\right)\right)\right\|_{\infty} \\
\leq & \left(\Theta_{k}^{*} \Sigma_{k}+\Lambda_{k}^{*}\right)\left\|\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right)\right\|_{B} \tag{2.2}
\end{align*}
$$

Combining inequalities (2.1) and (2.2), we get

$$
\begin{equation*}
\left\|\mathscr{A}\left(x_{1}, \ldots x_{n}\right)-\mathscr{A}\left(y_{1}, \ldots y_{n}\right)\right\|_{B} \leq \Delta\left\|\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right)\right\|_{B} . \tag{2.3}
\end{equation*}
$$

Thanks to $(\mathscr{C})$, we deduce that $\mathscr{A}$ is a contractive operator. Consequently, by the Banach fixed point Theorem $\mathscr{A}$ has a fixed point which is a solution of fractional Langevin system (1.1). This completes the proof.

Example 2.2. Consider the following Langevin system:

$$
\begin{align*}
& \int{ }_{0} D_{t}^{\frac{7}{4}}\left({ }_{0} D_{t}^{\frac{3}{4}}-\frac{1}{3 \pi}\right) x_{1}(t) \\
& =\frac{\left|x_{1}(t)+x_{2}(t)+x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{1}(t)+{ }_{0} D_{t}^{\frac{1}{3}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)\right|}{180 \pi\left(t^{2}+1\right)\left(1+\left|x_{1}(t)+x_{2}(t)+x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{1}(t)+{ }_{0} D_{t}^{\frac{1}{3}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)\right|\right)}, \\
& { }_{0} D_{t}^{\frac{5}{3}}\left({ }_{0} D_{t}^{\frac{2}{3}}+\frac{\pi}{4 e}\right) x_{2}(t) \\
& =\frac{\sum_{i=1}^{3} \sin x_{i}(t)+\cos _{0} D_{t}^{\frac{1}{2}} x_{1}(t)+\cos _{0} D_{t}^{\frac{1}{3}} x_{2}(t)+\cos _{0} D_{t}^{\frac{1}{4}} x_{3}(t)}{32 \pi(t+1)}, \\
& { }_{0} D_{t}^{\frac{3}{2}}\left({ }_{0} D_{t}^{\frac{1}{2}}+\frac{2}{3 \pi}\right) x_{3}(t) \\
& =\frac{1}{32 e^{2^{2}+1}}\left(\sum_{i=1}^{3} \cos x_{i}(t) \frac{\left|{ }_{0} D_{t}^{\frac{1}{2}} x_{1}(t)+{ }_{0} D_{t}^{\frac{1}{3}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)\right|}{\left(1+\left|{ }_{0} D_{t}^{\frac{1}{2}} x_{1}(t)+{ }_{0} D_{t}^{\frac{1}{3}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)\right|\right)}\right), \\
& t \in J:=[0,1], \\
& x_{1}(0)={ }_{0} D_{t}^{\frac{3}{4}} x_{1}(0)=x_{1}(1)+{ }_{0} I_{1}^{\frac{3}{4}} x_{1}(t)=0, \\
& x_{2}(0)={ }_{0} D_{t}^{\frac{2}{3}} x_{2}(0)=x_{2}(1)+{ }_{0} I_{1}^{\frac{2}{3}} x_{2}(t)=0, \\
& x_{3}(0)={ }_{0} D_{t}^{\frac{1}{2}} x_{3}(0)=x_{3}(1)+{ }_{0} I_{1}^{\frac{1}{2}} x_{3}(t)=0 . \tag{2.4}
\end{align*}
$$

For this example, we have: $n=3$,

$$
\begin{aligned}
\beta_{1} & =\frac{7}{4}, \quad \beta_{2}=\frac{5}{3}, \quad \beta_{3}=\frac{3}{2} \\
\alpha_{1} & =\frac{3}{4}, \quad \alpha_{2}=\frac{2}{3}, \quad \alpha_{3}=\frac{1}{2} \\
\delta_{1} & =\frac{1}{2}, \quad \delta_{2}=\frac{1}{3}, \quad \delta_{3}=\frac{1}{4} \\
\lambda_{1} & =-\frac{1}{3 \pi}, \quad \lambda_{2}=\frac{\pi}{4 e}, \quad \lambda_{3}=\frac{2}{3 \pi}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& f_{1}\left(t, u_{1}(t), \ldots, u_{6}(t)\right)=\frac{\left|\sum_{i=1}^{6} u_{i}(t)\right|}{180 \pi\left(t^{2}+1\right)\left(1+\left|\sum_{i=1}^{6} u_{i}(t)\right|\right)}, \\
& f_{2}\left(t, u_{1}(t), \ldots, u_{6}(t)\right)=\frac{\sum_{i=1}^{3} u_{i}(t)+\sum_{i=4}^{6} \cos u_{i}(t)}{32 \pi(t+1)}, \\
& f_{3}\left(t, u_{1}(t), \ldots, u_{6}(t)\right)=\left(\frac{\sum_{i=1}^{3} \cos u_{i}(t)\left|\sum_{i=4}^{6} u_{i}(t)\right|}{32 e^{t^{2}+1}\left(1+\left|\sum_{i=4}^{6} u_{i}(t)\right|\right)}\right)
\end{aligned}
$$

Then for all $t \in J$ and $\left(u_{1}, \ldots, u_{6}\right),\left(v_{1}, \ldots, v_{6}\right) \in \mathbb{R}^{6}$, we have :

$$
\begin{aligned}
\left|f_{1}\left(t, u_{1}, \ldots, u_{6}\right)-f_{1}\left(t, v_{1}, \ldots, v_{6}\right)\right| & \leq \frac{1}{180 \pi} \sum_{i=1}^{6}\left|u_{i}-v_{i}\right| \\
\left|f_{2}\left(t, u_{1}, \ldots, u_{6}\right)-f_{2}\left(t, v_{1}, \ldots, v_{6}\right)\right| & \leq \frac{1}{32 \pi} \sum_{i=1}^{6}\left|u_{i}-v_{i}\right| \\
\left|f_{3}\left(t, u_{1}, \ldots, u_{6}\right)-f_{3}\left(t, v_{1}, \ldots, v_{6}\right)\right| & \leq \frac{1}{32 e} \sum_{i=1}^{6}\left|u_{i}-v_{i}\right|
\end{aligned}
$$

We can take

$$
\left(\eta_{1}\right)_{j}=\frac{1}{180 \pi},\left(\eta_{2}\right)_{j}=\frac{1}{32 \pi},\left(\eta_{3}\right)_{j}=\frac{1}{32 e}, j=1, \ldots, 6,
$$

Indeed,

$$
\begin{aligned}
& \Sigma_{1}=\frac{1}{30 \pi}, \quad \Sigma_{2}=\frac{3}{16 \pi}, \quad \Sigma_{3}=\frac{3}{16 e} \\
& \Lambda_{1}=0.1154, \quad \Lambda_{2}=0.32, \quad \Lambda_{3}=0.2394 \\
& \Lambda_{1}^{*}=0.1171, \quad \Lambda_{2}^{*}=0.3235, \quad \Lambda_{3}^{*}=0.2341 \\
& \Theta_{1}=0.6018, \quad \Theta_{2}=0.7199, \quad \Theta_{3}=1 \\
& \Theta_{1}^{*}=0.9272, \quad \Theta_{2}^{*}=0.9549, \quad \Theta_{3}^{*}=1.2083
\end{aligned}
$$

Furthermore, we have:

$$
\begin{aligned}
& \Sigma_{1} \Theta_{1}+\Lambda_{1}=0.1218 \\
& \Sigma_{2} \Theta_{2}+\Lambda_{2}=0.363, \\
& \Sigma_{3} \Theta_{3}+\Lambda_{3}=0.3084, \\
& \Sigma_{1} \Theta_{1}^{*}+\Lambda_{1}^{*}=0.1269 \\
& \Sigma_{2} \Theta_{2}^{*}+\Lambda_{2}^{*}=0.3805 \\
& \Sigma_{3} \Theta_{3}^{*}+\Lambda_{3}^{*}=0.3175
\end{aligned}
$$

Using Theorem 2.1, we deduce that system (2.4) has a unique solution on J.

### 2.2 Existence of at Least One Solution

Theorem 2.3. Assume that $\left(\mathscr{H}_{2}\right)$ and $\left(\mathscr{H}_{3}\right)$ hold. Then, system (1.1) has at least one solution on $J$.

Proof. The proof will be given in two steps:
(1) : We show that $\mathscr{A}$ is completely continuous:

We begin by proving that $\mathscr{A}$ maps bounded sets into bounded sets in $B$ : Let us consider the set:

$$
S_{\rho}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in B ;\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{B} \leq \rho, \rho>0\right\}
$$

and $\left(x_{1}, \ldots, x_{n}\right) \in S_{\rho}$. Then, for each $t \in J$, and using $\left(\mathscr{H}_{2}\right)$, we can obtain:

$$
\begin{aligned}
& \left|\mathscr{A}_{k}\left(x_{1}, \ldots, x_{n}\right)(t)\right| \\
\leq & \left(\frac{t^{\alpha_{k}+\beta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}+\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}\right) \\
& \times \max _{s \in J}\left|f_{k}\left(\Delta_{x}(s)\right)\right|+\frac{\left|\lambda_{k}\right| t^{\alpha_{k}}}{\Gamma\left(\alpha_{k}+1\right)} \max _{s \in J}\left|x_{k}(s)\right| .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\|\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\right\|_{\infty} \leq \Theta_{k} L_{k}+\rho \Lambda_{k} . \tag{2.5}
\end{equation*}
$$

Similarly, it can be shown that

$$
\begin{equation*}
\left\|{ }_{0} D_{t}^{\delta_{k}} \mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\right\|_{\infty} \leq \Theta_{k}^{*} L_{k}+\rho \Lambda_{k}^{*} \tag{2.6}
\end{equation*}
$$

It follows from inequalities (2.5) and (2.6) that

$$
\begin{equation*}
\left\|\mathscr{A}\left(x_{1}, \ldots x_{n}\right)\right\|_{B} \leq \max _{1 \leq k \leq n}\left(\Theta_{k} L_{k}+\rho \Lambda_{k}, \Theta_{k}^{*} L_{k}+\rho \Lambda_{k}^{*}\right)<\infty . \tag{2.7}
\end{equation*}
$$

This means that $\mathscr{A}$ maps bounded sets into bounded sets in $B$.
Thanks to $\left(\mathscr{H}_{3}\right)$, the operator $\mathscr{A}$ is continuous on $B$. On the other hand, for any $0 \leq t_{1}<t_{2} \leq 1$ and $\left(x_{1}, \ldots, x_{n}\right) \in S_{\rho}$, we have:

$$
\left\|\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\left(t_{2}\right)-\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\left(t_{1}\right)\right\|_{\infty}
$$

$$
\begin{align*}
\leq & \frac{L_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}\left(2\left(t_{2}-t_{1}\right)^{\alpha_{k}+\beta_{k}}\right. \\
& \left.+\left(t_{2}^{\alpha_{k}+\beta_{k}}-t_{1}^{\alpha_{k}+\beta_{k}}\right)+\left(t_{2}^{\alpha_{k}+1}-t_{1}^{\alpha_{k}+1}\right)\right) \\
& +\frac{\left|\lambda_{k}\right| \rho}{\Gamma\left(\alpha_{k}+1\right)}\left(2\left(t_{2}-t_{1}\right)^{\alpha_{k}}+\left(t_{2}^{\alpha_{k}}-t_{1}^{\alpha_{k}}\right)\right) \tag{2.8}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|{ }_{0} D_{t}^{\delta_{k}}\left(\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\left(t_{2}\right)-\mathscr{A}_{k}\left(x_{1}, \ldots x_{n}\right)\left(t_{1}\right)\right)\right\|_{\infty} \\
\leq & \frac{L_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)} \\
& \times\left(2\left(t_{2}-t_{1}\right)^{\alpha_{k}+\beta_{k}-\delta_{k}}+\left(t_{2}^{\alpha_{k}+\beta_{k}-\delta_{k}}-t_{1}^{\alpha_{k}+\beta_{k}-\delta_{k}}\right)\right) \\
& +\frac{\left|\lambda_{k}\right| \rho}{\Gamma\left(\alpha_{k}-\delta_{k}+1\right)} \\
& \times\left(2\left(t_{2}-t_{1}\right)^{\alpha_{k}-\delta_{k}}+\left(t_{2}^{\alpha_{k}-\delta_{k}}-t_{1}^{\alpha_{k}-\delta_{k}}\right)\right) \\
& +\frac{\Gamma\left(\alpha_{k}+2\right) L_{k}\left(t_{2}^{\alpha_{k}-\delta_{k}+1}-t_{1}^{\alpha_{k}-\delta_{k}+1}\right)}{\Gamma\left(\alpha_{k}-\delta_{k}+2\right) \Gamma\left(\alpha_{k}+\beta_{k}+1\right)} . \tag{2.9}
\end{align*}
$$

The right-hand sides of inequalities (2.8) and (2.9) are independent of $\left(x_{1}, \ldots, x_{n}\right) \in S_{\rho}$ and tend to zero as $t_{2}$ tends to $t_{1}$. Thus, $\mathscr{A}$ is equi-continuous. Finally, we can see by ArzelàAscoli Theorem and the above arguments that $\mathscr{A}$ is a completely continuous operator.

## (2) : We consider the set

$\Omega:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in B ;\left(x_{1}, \ldots, x_{n}\right)=\mu \mathscr{A}\left(x_{1}, \ldots, x_{n}\right), 0<\mu<1\right\}$, and show that is bounded:

Let $\left(x_{1}, \ldots, x_{n}\right) \in \Omega$, then,

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right)=\mu \mathscr{A}\left(x_{1}, \ldots, x_{n}\right), \quad 0<\mu<1 \tag{2.10}
\end{equation*}
$$

Thus, for each $t \in J$ and corresponding to inequality (2.7), we have:

$$
\begin{equation*}
\left\|\left(x_{1}, \ldots x_{n}\right)\right\|_{B} \leq \mu \max _{1 \leq k \leq n}\left(\Theta_{k} L_{k}+\rho \Lambda_{k}, \Theta_{k}^{*} L_{k}+\rho \Lambda_{k}^{*}\right)<\infty . \tag{2.11}
\end{equation*}
$$

Therefore, $\Omega$ is bounded.
Consequently by the steps (1), (2) and using Lemma 1.1, we deduce that $\mathscr{A}$ has at least one fixed point which is a solution of system (1.1). Theorem 2.3 is thus proved.

Example 2.4. To illustrate the second main result, let us
consider the Langevin system:

$$
\left\{\begin{array}{l}
{ }_{0} D_{t}^{\frac{5}{3}}\left({ }_{0} D_{t}^{\frac{2}{3}}+\frac{\sqrt{2}}{12}\right) x_{1}(t) \\
=\frac{e^{t}+\sin \left(x_{1}(t)+x_{2}(t)+x_{3}(t)+x_{4}(t)\right)}{\left(t^{2}+2\right)+\cos \left({ }_{0} D_{t}^{\frac{1}{3}} x_{1}(t)+{ }_{0} D_{t}^{\frac{2}{5}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{4}(t)\right)}, \\
=\frac{\pi(t+1)+\arccos \left(x_{1}(t)+{ }_{0} D_{t}^{\frac{1}{3}} x_{1}(t)\right)+\arcsin \left(x_{2}(t)+{ }_{0} D_{t}^{\frac{2}{5}} x_{2}(t)\right)}{{ }_{0} D_{t}^{\frac{8}{5}}\left({ }_{0} D_{t}^{\frac{4}{5}}-\frac{\pi}{8}\right) x_{2}(t)}, \\
=\frac{e^{t}\left(x_{3}(t)+x_{4}(t)\right) \cos \left({ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{4}(t)\right)}{e^{t}+\sin \left({ }_{0} D_{t}^{\frac{1}{3}} x_{1}(t)+{ }_{0} D_{t}^{\frac{2}{5}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{4}(t)\right)}{ }_{2 \pi(t+1)+\arctan \left(x_{1}(t)+x_{2}(t)+x_{3}(t)+x_{4}(t)\right)}^{D_{t}^{\frac{4}{3}}\left({ }_{0} D_{t}^{\frac{1}{2}}-\frac{e}{3}\right) x_{3}(t)} \\
{ }_{0} D_{t}^{\frac{7}{4}}\left({ }_{0} D_{t}^{\frac{3}{4}}+\frac{\pi}{3}\right) x_{4}(t) \\
=\frac{2(t+e)+\cos \left(x_{1}(t)+x_{2}(t)+x_{3}(t)+x_{4}(t)\right)}{(t+2)^{2}-\cos \left({ }_{0} D_{t}^{\frac{1}{3}} x_{1}(t)+{ }_{0} D_{t}^{\frac{2}{5}} x_{2}(t)+{ }_{0} D_{t}^{\frac{1}{4}} x_{3}(t)+{ }_{0} D_{t}^{\frac{1}{2}} x_{4}(t)\right)}, \\
t \in J:=[0,1], \\
x_{1}(0)={ }_{0} D_{t}^{\frac{2}{3}} x_{1}(0)=x_{1}(1)+{ }_{0} I_{1}^{\frac{2}{3}} x_{1}(t)=0, \\
x_{2}(0)={ }_{0} D_{t}^{\frac{4}{5}} x_{2}(0)=x_{2}(1)+{ }_{0} I_{1}^{\frac{4}{5}} x_{2}(t)=0, \\
x_{3}(0)={ }_{0} D_{t}^{\frac{1}{2}} x_{3}(0)=x_{3}(1)+{ }_{0} I_{1}^{\frac{1}{2}} x_{3}(t)=0, \\
{ }_{0} D_{t}^{\frac{3}{4}} x_{4}(0)=x_{4}(1)+{ }_{0} I_{1}^{\frac{3}{4}} x_{4}(t)=0, \\
x_{0} \tag{2.12}
\end{array},\right.
$$

We have: $n=4$,

$$
\begin{aligned}
& \beta_{1}=\frac{5}{3}, \quad \beta_{2}=\frac{8}{5}, \quad \beta_{3}=\frac{4}{3}, \quad \beta_{4}=\frac{7}{4} \\
& \alpha_{1}=\frac{2}{3}, \quad \alpha_{2}=\frac{4}{5}, \quad \alpha_{3}=\frac{1}{2}, \quad \alpha_{4}=\frac{3}{4} \\
& \delta_{1}=\frac{1}{3}, \quad \delta_{2}=\frac{2}{5}, \quad \delta_{3}=\frac{1}{4}, \quad \delta_{4}=\frac{1}{2} \\
& \lambda_{1}=\frac{\sqrt{2}}{12}, \quad \lambda_{2}=-\frac{\pi}{8}, \quad \lambda_{3}=-\frac{e}{3}, \quad \lambda_{4}=\frac{\pi}{3}
\end{aligned}
$$

and

$$
f_{1}\left(t, u_{1}, \ldots, u_{8}\right)=\frac{e^{t}+\sin \left(u_{1}+u_{2}+u_{3}+u_{4}\right)}{\left(t^{2}+2\right)+\cos \left(u_{5}+u_{6}+u_{7}+u_{8}\right)}
$$

$$
\begin{aligned}
& f_{2}\left(t, u_{1,}, \ldots, u_{8}\right) \\
= & \frac{\pi(t+1)+\arccos \left(u_{1}+u_{5}\right)+\arcsin \left(u_{2}+u_{6}\right)}{\pi e^{t}+\sin \left(u_{3}+u_{4}\right) \cos \left(u_{7}+u_{8}\right)}
\end{aligned}
$$

$$
\begin{aligned}
f_{3}\left(t, u_{1}, \ldots, u_{8}\right) & =\frac{e^{t}+\sin \left(u_{5}+u_{6}+u_{7}+u_{8}\right)}{2 \pi(t+1)+\arctan \left(u_{1}+u_{2}+u_{3}+u_{4}\right)} \\
f_{4}\left(t, u_{1}, \ldots, u_{8}\right) & =\frac{2(t+e)+\cos \left(u_{1}+u_{2}+u_{3}+u_{4}\right)}{(t+2)^{2}-\cos \left(u_{5}+u_{6}+u_{7}+u_{8}\right)}
\end{aligned}
$$

Then, we can see that the functions $f_{k}, k=1,2,3,4$, are continuous and bounded on $J \times \mathbb{R}^{8}$. So by Theorem 2.3, system (2.12) has at least one solution on $J$.

### 2.3 Generalized Ulam-Hyers Stability

Definition 2.5. cf. [24-28] Fractional Langevin system (1.1) is Ulam-Hyers stable if there exists a constant $\sigma_{f_{k}}>0$, such that for all $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)>0$, and for all solution $\quad\left(y_{1}, \ldots, y_{n}\right) \in$ $B$ of

$$
\left\{\begin{array}{l}
\left|{ }_{0} D_{t}^{\beta_{k}}\left({ }_{0} D_{t}^{\alpha_{k}}+\lambda_{k}\right) y_{k}(t)-f_{k}\left(\Delta_{y}(t)\right)\right| \leq \varepsilon_{k}, \quad t \in J  \tag{2.13}\\
y_{k}(0)={ }_{0} D_{t}^{\alpha_{k}} y_{k}(0)=y_{k}(1)+{ }_{0} I_{1}^{\alpha_{k}} y_{k}(t)=0
\end{array}\right.
$$

there exists $\left(x_{1}, \ldots, x_{n}\right) \in B$ a solution of fractional Langevin system (1.1), with

$$
\left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} \leq \sigma_{f_{k}} \varepsilon, \quad \varepsilon>0
$$

Definition 2.6. cf. [24-28] Fractional Langevin system (1.1) is generalized Ulam-Hyers stable if there exists $\Upsilon_{f_{k}} \in$ $C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), \quad \Upsilon_{f_{k}}(0)=0, \quad$ such that for all $\quad \varepsilon>0$ and for each solution $\quad\left(y_{1}, \ldots, y_{n}\right) \in B$ of (2.13), there exists a solution $\left(x_{1}, \ldots, x_{n}\right) \in B$ offractional Langevin system (1.1), with

$$
\left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} \leq \Upsilon_{f_{k}}(\varepsilon), \quad \varepsilon>0
$$

Theorem 2.7. Let $\left(\mathscr{H}_{1}\right)$ and $(\mathscr{C})$ hold. Then, Langevin fractional system (1.1) is generalized Ulam-Hyers stable in B.

Proof. Let $\left(y_{1}, \ldots, y_{n}\right) \in B$ be a solution of inequalities (2.13). Then, by integrating inequalities (2.13), we obtain:

$$
\begin{align*}
& \\
& \leq \begin{array}{l}
y_{k}(t)-\frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s \\
+\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} y_{k}(s) d s+\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
\times \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s \\
\leq{ }_{0} I_{t}^{\alpha_{k}+\beta_{k}} \varepsilon_{k} \\
\leq \frac{t^{\alpha_{k}+\beta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \varepsilon_{k}
\end{array}
\end{align*}
$$

Using $\left(\mathscr{H}_{1}\right)$ and $(\mathscr{C})$, there exists a solution $\left(x_{1}, \ldots, x_{n}\right) \in B$
of system (1.1) :

$$
\begin{align*}
& x_{k}(t) \\
= & \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{x}(s)\right) d s \\
& -\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} x_{k}(s) d s-\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
& \times \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{x}(s)\right) d s \tag{2.15}
\end{align*}
$$

$k=1, \ldots, n$.
Then, we get

$$
\begin{aligned}
& \left|y_{k}(t)-x_{k}(t)\right| \\
& =\left\lvert\, \begin{array}{l}
y_{k}(t)-\frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s \\
+\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1} y_{k}(s) d s+\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
\times \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s+\frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
\times \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-1}\left(f_{k}\left(\Delta_{y}(s)\right)-f_{k}\left(\Delta_{x}(s)\right)\right) d s \\
-\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-1}\left(y_{k}(s)-x_{k}(s)\right) d s-\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}\right)} \\
\times \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1}\left(f_{k}\left(\Delta_{y}(s)\right)-f_{k}\left(\Delta_{x}(s)\right)\right) d s
\end{array}\right.
\end{aligned}
$$

Using inequality (2.14), we get:

$$
\left|y_{k}(t)-x_{k}(t)\right|
$$

$$
\begin{aligned}
\leq & \frac{t^{\alpha_{k}+\beta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)} \varepsilon_{k}+\left(\frac{t^{\alpha_{k}+\beta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}+\frac{t^{\alpha_{k}+1}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}\right) \\
& \times \max _{s \in J}\left|f_{k}\left(\Delta_{y}(s)\right)-f_{k}\left(\Delta_{x}(s)\right)\right| \\
& +\frac{\left|\lambda_{k}\right| t^{\alpha_{k}}}{\Gamma\left(\alpha_{k}+1\right)} \max _{s \in J}\left|y_{k}(s)-x_{k}(s)\right| .
\end{aligned}
$$

Thanks to $\left(\mathscr{H}_{1}\right)$, we get

$$
\begin{align*}
& \left\|y_{k}(t)-x_{k}(t)\right\|_{\infty} \\
\leq & \frac{\varepsilon_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}+\left(\Theta_{k} \Sigma_{k}+\Lambda_{k}\right)\left\|\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right)\right\|_{B} . \tag{2.16}
\end{align*}
$$

By differentiating inequality (2.14), we get:

$$
\begin{aligned}
& \\
&
\end{aligned} \left\lvert\, \begin{aligned}
& { }_{0} D_{t}^{\delta_{k}} y_{k}(t)-\frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}\right)} \\
& \times \int_{0}^{t}(t-s)^{\alpha_{k}+\beta_{k}-\delta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s \\
& +\frac{\lambda_{k}}{\Gamma\left(\alpha_{k}-\delta_{k}\right)} \int_{0}^{t}(t-s)^{\alpha_{k}-\delta_{k}-1} y_{k}(s) d s \\
& +\frac{\Gamma\left(\alpha_{k}+2\right) t}{\Gamma\left(\alpha_{k}-\delta_{k}+2\right) \Gamma\left(\alpha_{k}+\beta_{k}\right)} \int_{0}^{1}(1-s)^{\alpha_{k}+\beta_{k}-1} f_{k}\left(\Delta_{y}(s)\right) d s \\
& \leq{ }_{0} I_{t}^{\alpha_{k}+\beta_{k}-\delta_{k}} \varepsilon_{k} \\
& \leq \frac{t^{\alpha_{k}+\beta_{k}-\delta_{k}}}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)} \varepsilon_{k}
\end{aligned}\right.
$$

Similarly as before, we can show that

$$
\begin{align*}
& \left\|y_{k}(t)-x_{k}(t)\right\|_{\infty} \\
\leq & \frac{\varepsilon_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)} \\
& +\left(\Theta_{k}^{*} \Sigma_{k}+\Lambda_{k}^{*}\right)\left\|\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right)\right\|_{B} . \tag{2.17}
\end{align*}
$$

Using inequalities (2.16) and (2.17), we get

$$
\begin{aligned}
& \left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} \\
\leq & \max _{1 \leq k \leq n}\left(\frac{\varepsilon_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}, \frac{\varepsilon_{k}}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)}\right) \\
& +\max _{1 \leq k \leq n}\left(\Theta_{k} \Sigma_{k}+\Lambda_{k}, \Theta_{k}^{*} \Sigma_{k}+\Lambda_{k}^{*}\right) \\
& \times\left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} \\
\leq & \varepsilon \mathscr{M}+\Delta\left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B},
\end{aligned}
$$

where

$$
\begin{aligned}
\varepsilon & =\max _{1 \leq k \leq n} \varepsilon_{k}, \\
\mathscr{M} & =\max _{1 \leq k \leq n}\left(\frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}+1\right)}, \frac{1}{\Gamma\left(\alpha_{k}+\beta_{k}-\delta_{k}+1\right)}\right) .
\end{aligned}
$$

Hence,

$$
\begin{align*}
& \left\|\left(y_{1}-x_{1}, \ldots, y_{n}-x_{n}\right)\right\|_{B} \leq \frac{\varepsilon \mathscr{M}}{(1-\Delta)}:=\sigma_{f_{k}} \varepsilon  \tag{2.18}\\
& \sigma_{f_{k}}:=\frac{\mathscr{M}}{(1-\Delta)}
\end{align*}
$$

Thanks to $(\mathscr{C})$, we get $\sigma_{f_{k}}>0$. That is fractional Langevin $\operatorname{system}(1.1)$ is Ulam-Hyers stable. Putting $\Upsilon_{f_{k}}(\varepsilon)=\sigma_{f_{k}} \varepsilon$,
we receive the generalized Ulam-Hyers stability for system (1.1).
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