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Abstract
The optimization of bi-objective vehicle routing problem has become a research hotspot in recent decades. In
this paper, the bi-objective vehicle routing problem with time windows [BO-VRPTW] is proposed based on the
existing research and a bi-objective mathematical model is formulated. This work gives focus on a bi-objective
VRPTW to minimize both total distance and time balance of the routes. The main objective of this paper is to
find the lowest –cost set of routes to deliver demand using identical vehicles with limited capacity to customers
with fixed service time windows. This algorithm is applied for a publicly available set of benchmark instances,
resulting in solutions which are better than others previously published.
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1. Introduction
The Vehicle Routing Problem (VRP) is a complex com-

binational optimization problem and has several variants of
increased difficulty, in particular, the one with time windows
(VRPTW) which has both capacity and time constraints.

The Vehicle Routing Problem with time windows (VRPTW)
which was first introduced by Solomon in 1987[1]. In the
VRPTW, each customer is assigned with a time window,
which must be served within the time window. Optimal so-
lutions for small instances of VRPTW can be obtained using
exact methods. But the computation time required increases
considerably for larger instances. This is the reason that many
published studies have made use of heuristic methods. The
recent surveys by Braysy and Gendrean (2005) [2,3] gives a
complete list of studies about VRPTW and a comparison of
the results have been made.
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1.1 VRPTW as a Bi-Objective Problem
Over the years, several publications employing evolutionary
algorithms have published to solve VRPTW as a single – ob-
jective optimization problem (Desrochers et.al 1992, Debet.al
2002, Berger et. al 2003, Gracia-Najera and Bullinaria 2008),
[4, 5, 6, 12]. Recently Le Bouthilliear and Crainic (2005)
[7] both have presented a parallel co-operative multi search
approach for VRPTW which is based on the solution ware-
house strategy in which several search threads co-operate by
asynchronously exchanging information on the best solutions
have found. These search methods implement a different
meta-heuristic, an evolutionary algorithm or a tabu search
procedure.

Homeberger and Gebring (2008) [8] presented a two-
phase hybrid Meta–heuristic to find solution for VRPTW.
This was the first phase aimed at the minimization of the num-
ber of routes by means of (µ,λ ) evolution strategy, whereas
the total distance is minimized in the second phase by using a
tabu search procedure.

The bi-objective vehicle routing problem (BOVRP) is
another extension of VRP. The classical way to solve BOVRP
is to join or add the two objectives together and then solve
it as a single –objective optimization problem. This is the
method essentially to search for a single – objective optimal
solution.
In the past few years a couple of studies have been presented
that are of special relevance to us since they treated VRPTW as
a bi-objective optimization problem, minimizing the number
of vehicles and the total travel distance and used a genetic
algorithm for solving it.
Ten et. al (2006) [9] put forward a hybrid multi – objective
evolutionary algorithm [HMOEA] to deal with BOVRP, in
which two objectives are number of vehicles and travel dis-
tance [9]. They used the dominance rank scheme to assign
fitness to individuals and designed a crossover operator for the
specific problem known as route – exchange crossover and ap-
plied a multi-mode mutation which is considered as swapping,
splitting and merging of routes. Ombuki et. al (2006) [10]
designed a multi – objective genetic algorithm to minimize
the number of vehicles and travel distance. They also pro-
posed the problem – specific genetic operators best cost route
crossover and constrained route reversal mutation, which is
an adaptation of the randomly used inversion method. Chiang
and Hsu (2014) [11] proposed knowledge –based evolution-
ary algorithm for the solution of bi-objective vehicle routing
problem with time windows which minimize the number of
vehicles and distance.

In this paper, the presentation of work is concerned with
the solution of VRPTW, as a bi-objective problem using an
evolutionary algorithm (BiEA) which is applied in the geno-
type space to select parents for the recombination process.
This leads to find the good solutions to the problem. The pro-
posed algorithm has tested on publicly available benchmark

instances and the results are compared with those from recent
publications. Thus the algorithm appears very competitive.
The rest of this paper is organized as follows. In section2,
VRPTW is introduced in more detail, the proposed BiEA for
solving VRPTW as a bi-objective problem is explained in
section3. In section4, a genetic algorithm for Bi-GVRP has
explored. In section5, the results achieved by the algorithm
have presented, as well as the comparison with some others
which are already published. Finally conclusions and future
work opportunities are added in section6.

2. The Vehicle routing Problem with Time
Windows

The vehicle routing problem (VRP) is a complex com-
binational optimization problem and has several variants of
increased difficulty, in particular, the one with time windows
(VRPTW) which has both capacity and time constraints.

First, there is a need to specify the information involved
in an instance of this problem before defining VRPTW. The
VRPTW is more complex comparing with the travelling sales-
man problem (TSP) as it deals servicing customers with time
windows using multiple vehicles (lawler et. al 1985) [13]. The
optimal solutions to the VRPTW can be found using exact
methods, the computational time required for solving VRPTW
optimally is prohibited for large problem (cordeau et. al 2002)
[14].Therefore heuristic methods are often used to solve op-
timal or nearly optimal solution in a reasonable amount of
time. Heuristic approaches use route construction, route im-
provement or growth that combines both route construction
and route improvement.

Recently, the problem in VRPTW is prolonged to the real-
world business .Berger and Barkaoui (2004) [15] propose a
parallel version of a hybrid genetic algorithm for VRPTW.
This way of dealing is based on the simultaneous evolution
of the two populations of solutions try to focus on separate
objectives subject to secular constraint relaxation. Braysy and
Gendreau (2005a, 2005b) [3] confer a survey of the research
on the VRPTW. Both traditional heuristic route construction
pattern or methods and recent local search algorithms are
examined and given an overview of meta-heuristic approaches
for the VRPTW.

Ghoseiri and Ghannadpour (2010) [16] constitute an evo-
lutionary algorithm for the VRPTW by incorporating various
heuristics for local exploitation in the evolutionary search
and the notion of pareto’s optimality. Garcia- Najera and
Bullinaria (2011) [6] propose an improved multi- objective
evolutionary algorithm for the VRPTW by collecting a simi-
larity measure amidst solutions. All dealings or approaches
are quite effective, as they confer solutions competitive with
well –known benchmark data of Solomon’s VRPTW instances
(2008)[1].

2.1 Methodology
There is a need to specify the information involved in an
instance of this problem .The model uses a fixed number of

72



Evolutionary algorithm for the bi-objective green vehicle routing problem with time windows — 73/78

vehicles to serve a fixed number of customers from a single
depot. Each customer has a known demand. They all have the
identical capacity and have a delivery time window obtained
by an earliest and latest arrival time. On the other hand the
depot also has its time window. Time windows are soft in type
for both customers and the depot. Here late arrivals lead to a
penalty per time unit of tardiness and overtime cost takes into
account.

2.2 Mathematical Notation
k: number of vehicles,
n: number of customers,
vi: customer i, with index i=1. . . . . . n
di: demand of customer
si: service time of the node i
Q: capacity of each vehicle
Ci j: cost of vehicle between the nodes i and j
ti j: travel time between customer i to customer j. where
i,j=1. . . ..n, i6=j
bi: service time at customer i
ei: earliest arrival time at customer i
Dk: Total demand for vehicle k.

First of all we have a set v={v1. . . . . . vn} of vehicles which
is called customers. The customer ui ∀ iε{1. . . ..n} is located
graphically at position (xi,yi) has demand of goods di>0 with
time window [bi,ei] during which it has to be supplied and
refers a service time si which is to unload goods. The vertex
v0 called the depot located at (x0,y0) with d0=0 and time
window [0,e0= max{ei:i∈{1. . . ..n}}] from which customers
are serviced utilizing a fleet of identical vehicles with capacity
Q =max {di: i∈{1. . . ..n}}

The travel between vertices vi &v j has an associated sym-
metric cost ci j = c ji ∀ i,j ∈{0. . . ..n}
which is usually considered to be the Euclidean distance. A
vehicle may arrive early at the customer location but it has
to wait until the beginning of the time window .Late arrival
is not allowed .So it is commonly to have time ti j to travel
between vertices vi and v j just to be ti j=ci j.

Here the problem consists of designing a minimum cost
set of routes and each route starts and ends at the depot. So that
each customer is serviced by exactly one vehicle. Therefore
each vehicle is assigned to a set of customers and that has to
supply but at the same time the sum of their demands cannot
exceed the vehicle capacity.

rk=<u1
k. . . . . . ..uk

nk
> is denoted as the kth designed route

and supplies nk customers with ui
k the ith vertex to visit in the

route. Noting that in that notation the depot is omitted. But
the depot is to consider before the first customer and after the
last customer. Finally the customers demand Dk associated
with route rk is as follows.

Dk =
nk

∑
i=1

dk
ui
= Q (2.1)

.

In the same way the cost ck associated with route rk is defined
as

ck = couk
1
+

nk−1

∑
i=1

cui
kuk

i+1 + cuk
nk

0. (2.2)

Once defining the problem at least two objective functions
are identified and that could be minimized.
If R = {r1. . ...rm} is the set of designed routes, we can con-
sider minimizing the number of routes

f1(R) = |R| (2.3)

and the total cost

f2(R) =
|R|

∑
k=1

ck (2.4)

.

3. Bi-objective evolutionary approach for
GVRTW

In this section the proposed EA for solving VRPTW is
presented as a bi-objective problem. Here the encoding of the
solution and the stages of processing involved are explained
in detail.

3.1 Encoding for Solution
Here we use a tree representation in which every node has
at most two children. The child which is in left represents
the following customer to meet in a route. The right child
points out to the route which is next in the solution. A solu-
tion to an example instance and its representation are figured.
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Fig1. Solution to an example instance of VRPTW and its
encoding.

In the figure, the allocation of customers to routes, and the
sequence will be serviced within each route, as follows:
customers 1,2 and 3 are to the first route,
customers 4 and 5 are to the second,
customers 6,7 and 8 are to the third,
customers 9 and 10 to the fourth route.

3.2 Fitness Assignment

When a single – Objective problem is solved using an
evolutionary algorithm, Fitness assignment takes place to
an individual according to its objective function evaluation.
Whereas in the multi- objective case, Fitness cannot assigned
straight forwardly, due to there being not only one objective
function, but at least two of them. Therefore, in this work,
the non- dominance sort criteria [4] is used to assign fitness
to solutions, where the population is separated into several
non –dominated fronts and depth identifies the fitness of the
individuals belonging to them. In this case, the lower is the
front and the filter is the solution.

3.3 Evolutionary Process

The algorithm begins with a set of feasible random solu-
tions and each contains a set of randomly generated solutions.
These routes are built as follows.

1. A customer is chosen and placed as the first location to
visit on that particular route.

2. A second customer is selected. If capacity and con-
straints are to meet, then it is placed after the previous
one.

3. If none of the constraints are met, a new route is found
and this customer will be first location to visit in the
new route.

4. This process is repeated until all customers have assign-
ment to a route.

5. Now the objective functions take place to evaluate for
every solution in the population and they are all got
fitness assignment value.

3.4 The Recombination Process

The evolution continues with recombination of two parents
are shown in the following figure 2(a). Here the algorithm is
to aim at preserving routes from both parents. At first random
number of routes are found from the first parent and are copied
into the offspring.

Then all those routes from the second parent which are in
conflict with the customers which is already copied from the
first, are reproduced into the offspring. In this case, both routes
on the left from the first parent were chosen to be replicated
into the offspring and can only copy the route on the right from
the second parent, as the other two contain customers, who
already present in the offspring. If the unassigned customers
remain, these are allocated, in the order they appear in the
second parent, to the route where the lowest travel distance is
attained as in figure 2(b).

Once an offspring has been generated, it is introduced
to the mutation process. In this algorithm there are possible
mutation operators, and can be placed as inter - and intra-
route.
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3.5 Mutation process

This algorithm will execute differences between two
routes, thus the assignment of customers to routes is mod-
ified and then the differences will be done within a route and
affect the travel sequence.
At First, we have to identify two variable processes which
include:

1. Eliminating a sequence of customers from a route and
inserting it into another.

2. Swapping two sequences of customers from various
routes.

We use three operations under the case of intra-route.

1. The inversion of the sequence of a sub-route.

2. The shift of one customer.

3. Splitting a route.

Thus operations are shown graphically in Figure 3.

The changes in the sequence are represented by dotted
lines. As we see in figure 3(b), customer 10 was removed
from the left route and has been inserted in the right route.
The swapping of customer 4 with customer 2 and 3 are shown
in figure 3(c). We have the inversion of the sequence of cus-
tomers 7,8 and 9 in figure 3(d). The customer 9 has been
moved or shifted between customers 6 and 7 as shown in fig-
ure 3(e). Finally the route on the right has been split between
customers 7 and 8 which is figured in 3(f).
Noting that, all the mutation operators are not applied each
time an offspring is mutated. First the split operator is effectu-
ated with a probability equal to the inverse of the number of
routes in the solution .Then the solution is obeyed to one of
the inter – route operators. This decision is applied in random.
Finally, any one of the intra – route operators is used to get
the solution. The full mutation process is shown in following
figure 4.

After the process is over, the algorithm starts to evaluate
the objective functions for each solutions in the offspring
population and merges both parent and offspring populations
for fitness assignment. The solutions which are having the
highest fitness are taken into next generation. If one front is
contradicted with the population size, solidarity is calculated
for such solutions in that front, and the less common are
referred for the next iteration.

4. Genetic Algorithms for the BIGVRP

This work is an attempt to explore some of the potential
of artificial evolutionary techniques (Goldberg 1989) [17].
The main goal is to maintain a population which is called
a set of solutions (individuals), through a fixed number of
iterations. A numerical value which means fitness depends on
the function objective of the corresponding. Noting that, at
each iteration, a number of individuals are chosen according to
their fitness in order to form new ones by using two operators:
crossover and mutation. A replacement is applied at the end
of the iteration, to select the individuals which move to the
next iteration.
The Genetic algorithm is structured as follows:

1. (a) Coding the solutions

(b) Generating the initial population

(c) Repeating

2. Selection

3. Crossover

4. Mutation

4.1 Chromosome Representation in GA

In a GA, each vehicle identifier denotes a separator in
the chromosome between two alternate routes for solving Bi-
GVRP, and a string of customer identifiers is represented by
the sequence of deliveries that a vehicle should suffuse during
its route. In Figure 5, the representation of possible solution
for 2-customers and 4 vehicles is shown, noting that each
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route starts and ends at the depot.

4.2 Initial Population:
First, an initial population is constructed such that each

individual must be at least a feasible candidate solution, which
means every route of the initial population should be feasible
and randomly initialized.

4.3 Fitness Function and Selection:
The Fitness function of every chromosome (parent) in

the population is assessed. It is found distance given. The
higher fitness, t is like to be for the lower total distance. The
computed fitness assists to choose members for the next gen-
eration.

The roulette type of selection is used in this work. A
selection of roulette is an operator in which the chance of a
chromosome selected is proportional to its rank (fitness). In
this concept, the survival of fitness comes into play.

4.4 Crossover
The crossover which is a genetic operator that merges two
parent chromosomes to generate a new offspring chromosome.
The chromosome (Children) may be better than both of the
parents, if it carries the best characteristics from each of the
parent chromosomes in the idea being crossover operator.
Crossover takes place during evolution due to a user definable
probability of crossover.

4.5 Mutation
The “Mutation” is another genetic operator and is applied
to a single solution with a certain probability. The small
random changes are made by mutation operator. These ran-
dom changes will slowly add some new significance to the
population, which is not provided by the crossover. Here,
partial-mapped crossover (PMX) and swap. Mutation [13] is
applied for genetic operations of permutation based chromo-
somes. Further, the elitism.

Strategy has a small number of good individuals and re-
places the individuals which are worst in the next generation
without going through the usual genetic operations.

4.6 Genetic Parameters

Genetic parameters consist of population size, number
of generations, rate of crossover, and rate of mutation from
existing works. In addition to that genetic parameters also
include a operator named Selection which selects a chromo-
some randomly from the population. It is very through to
find the best parametric values, so some of the following ge-
netic parameters were applied through repeated experiments
as shown in the table 1.

Genetic Pa-
rameters

Applied
Values

Ranges

Population size 20 20-200
Number of end
generations

600 500-20,000

Selection Random
Crossover Rate 0.6 0.50-1.0
Mutation Rate 0.01 0.003-0.01

Table - 1

5. Results and Discussion
Typically, to test the new algorithm, the well-known bench-

marking problem is used due to Solomon [1]. Though sev-
eral authors have published instances, the instances of VRP
with Time windows which is published by Solomon are the
uttermost largely used in experiments. The instances con-
tain information per customer including its location, demand,
time windows and service Duration. Location is expressed
as (x,y) coordinate Time Windows expressed as an interval
from an earliest time to Latest-time of start of service. The
instances are categorized as clustered(C-type), Random (R-
type). The 56 instances of Routing Problem with Time Win-
dows (VRPTW) designed by Solomon in 1983[1] which con-
tain 100 customers. But, later versions are available for 25
and 50 customers. The proposed algorithm is tested and exper-
imented on Solomon’s VRPTW benchmarking problems with
R1&R2, C1&C2, and RC1&RC2 which includes 56 instances.
All 56 instances contain 25, 50 or 100 customer nodes and
have a single depot.

The data are generated randomly in problems sets R1
and R2, clustered in problem sets C1 and C2, and a mixed
structure (Random and Clustered) in RC1 and RC2 problem
sets. There are differences between the problems R1 (C1,
RC1) and R2 (C2, RC2). That is the instances in R1 (C1,
RC1) have a shorter scheduling horizon and accept only a few
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customers per route, whereas the instances in R2 (C2,RC2)
have a longer scheduling horizon allowing many customers to
be served in that same route. The outcome (solutions) have
been compared with the solutions using Manisri et al. (2009)
[18].as Shown in Table1.

The results with comparison are split into two objective
functions: One is the minimum number of vehicles and the
other is minimum total travel times. NV represents the number
of vehicles and TT represents the total travel time (on average).

Problem Result
of GA

Number of Customers

25 50 100 All
R1 NV 3.75 6.17 12.50 7.47

TT 433.46 702.84 1326.92 821.07
R2 NV 2.0 4.09 7.27 4.45

TT 470.54 702.69 1227.61 800.25
C1 NV 3.33 5.89 17.33 8.85

TT 252.33 481.91 1563.79 766.01
C2 NV 1.88 3.13 12.38 5.80

TT 279.88 520.31 1452.96 751.05
RC1 NV 3.25 6.75 13.50 7.83

TT 354.28 711.19 1595.80 887.09
RC2 NV 2.63 4.75 8.25 5.21

TT 432.14 739.89 463.30 878.44
Table - 2
The effectiveness of the results is illustrated by the pro-

posed GA Algorithm and thus it provides competitive solu-
tions with best solutions and also confers better solutions other
than previously published.

6. Conclusions

In the present study, the proposed evolutionary Algorithm
for the BO-VRPTW provides an effective solution and an effi-
cient genetic algorithm was suggested for solving BI-GVRP
formulation which incorporates the concept of pareto’s opti-
mality for the multi-objective optimization. In the proposed
genetic algorithm, the number of vehicle and total travel dis-
tance is minimized simultaneously. We have compared the
results from a single-objective genetic algorithm and with
algorithms from recent publications by other authors. In the
numerical experiment an instance in Solomon benchmark set
is applied to test the performance of our algorithm. The ob-
jectives are to minimize both number of vehicles and time
costs. Meanwhile two objectives are optimized separately and
added together for making comparison for optimization. It is
trivial that the results of bi-objective optimization are com-
petitive. We are now looking at further ways to explore the
extension of our approach to the minimization of at least one
more objective which would be the waiting time. Finally we
also have the plan to apply our BiEA performance of different
multi-objective optimization algorithms.
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