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Abstract

This paper is mainly concerned with the existence of mild solutions for a class of fractional stochastic
differential equations with impulses in Hilbert spaces. A new set of sufficient conditions are formulated and
proved for the existence of mild solutions by means of Sadovskii’s fixed point theorem. An example is given to
illustrate the theory.
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1 Introduction

The stochastic differential equations have been widely applied in science, engineering, biology, mathematical
finance and in almost all applied sciences. In the present literature, there are many papers on the existence
and uniqueness of solutions to stochastic differential equations (see [T}, [2, [§] and references therein). More
recently, Chang et al. [4] investigated the existence of square-mean almost automorphic mild solutions to
nonautonomous stochastic differential equations in Hilbert spaces by using semigroup theory and fixed point
approach. Fu and Liu [§] discussed the existence and uniqueness of square-mean almost automorphic solutions
to some linear and nonlinear stochastic differential equations and in which they studied the asymptotic stability
of the unique square-mean almost automorphic solution in the square-mean sense.

Recently, fractional differential equations have found numerous applications in various fields of science and
engineering [II]. The existence of solutions for nonlinear fractional stochastic differential equations have been
studied by few authors [9] [18].

On the other hand, the theory of impulsive differential equations is emerging as an active area of investigation
due to the application in area such as mechanics, electrical engineering, medicine biology, and ecology, see
Benchohra and Henderson [3], Herndndez et al. [10], Lin and Hu [I3], Prato and Zabczyk [I4]. As an adequate
model, impulsive differential equations are used to study the evolution of processes that are subject to sudden
changes in their states. However, to the best of our knowledge, it seems that little is known about impulsive
fractional stochastic equations with infinite delay and the aim of this paper is to fill this gap. We refer the
interested reader, for instance, to [I8] and references therein for impulsive fractional stochastic equations.

Inspired by the mentioned work [I§] in this paper, we are interested in studying the existence of mild solutions
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of the following impulsive fractional stochastic differential equations with infinite delay in the form

“DEfe() + glta)] = Ala(t) + g(tw)| + [t w0, Bia(t)) +U(t»fﬂt,Bzx(t))d127it)a
teJ=[0,T), T>0, t#t, W)
Az(ty) = In(z(ty)), k=1,2,...,m,

a(t) = ¢(t), ¢(t) € By,

where ¢Df* is the Caputo fractional derivative of order a, 0 < a < 1; x(.) takes the value in the separable
Hilbert space H; A : D(A) C 'H — 'H is the infinitesimal generator of an a-resolvent family S, (t);>0. The
history z; : (—00,0] — H, z:(0) = z(t + 0), 8 < 0, belongs to an abstract phase space By, which will be
described axiomatically in Section 2; g : J x By, — H, f: Jx By xH — H and o : J x B, x H — L9
are appropriate functions to be specified later I Bh — H k=1,2,...,m, are appropriate functions. The
terms Byx(t) and Baz(t) are given by Bix(t fo s)ds and ng fo s)ds respectively,
where K, P € C(D,IR") are the set of all pos1t1ve contmuous functions on D = {(¢, s) E ]R2 0<s<t<
T} Here 0 = tg < t1 < ... < tm < tyyp1 = T, Az(ty) = z(t]) — 2(ty), () = limp_oz(tx + h) and
z(t, ) = limp_o x(tx — h) represent the right and left limits of x(t) at ¢ = tj, respectively. The initial data
¢ = {¢p(t),t € (—o0,0]} is an Fp-measurable, Bp-valued random variable independent of w with finite second
moments.

The paper is organized as follows. In section 2, we briefly present some basic notations and preliminaries.
In section 3, is devoted to the development of our main existence results and our basic tool include Sadovskii’s
fixed point theorem. Finally, the paper is conclude with an example to illustrate the obtained results.

2 Preliminaries and basic properties

Let H, K be two separable Hilbert spaces and L(K, H) be the space of bounded linear operators from X into
‘H. For convenience, we will use the same notation ||.|| to denote the norms in H, K and £(K,H), and use (.,.)
to denote the inner product of H and K without any confusion. Let (2, F, {F;}i>0,IP) be a filtered complete
probability space satisfying the usual condition, which means that the filtration is a right continuous increasing
family and Fy contains all IP-null sets. w = (wy)t>0 be a Q-Wiener process defined on (Q, F, {F;}i>0, IP) with
the covariance operator ) such that trQ) < co. We assume that there exists a complete orthonormal system
{ex}r>1 in K, a bounded sequence of nonnegative real numbers Ay such that Qex, = Ageg, £k =1,2,... and a
sequence {0 }r>1 of independent Brownian motions such that

oo

© = Z m(ek,e)Kﬂk(t), eeK,tel0,b)].

Let £ = £2(Q2K,H) be the space of all HilbertSchmidt operators from Q'/2K into H with the inner product
(t,7) cg = tr[pQm*].

Assume that h : (=00, 0] — (0,00) with [ = fi)oo h(t)dt < oo a continuous function. We define the abstract
phase space By, by

By, = {(Z) (—00,0] — H, for any a > 0, (IE|p(#)|?)'/? is bounded and measurable

0
function on [—a, 0] with ¢(0) = 0 and / h(s) sup (IE|¢(0)[>)Y2ds < oo}.
—c0 5<0<0

If B, is endowed with the norm

0
1lls, = / h(s) sup (EJg(6)2)/2ds, ¢ < By,

—0 5<6<0

then (Bp, ||.||5,) is a Banach space [5].
We consider the space

B, = {x : (=00, T] — H such that x|, € C(Ji, H) and there exist

z(t}) and z(t;, ) with z(ty) = z(t; ), zo = ¢ € By, k=1,2,... ,m},
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where x|, is the restriction of x to Jy = (tg,tk+1], k = 1,2,...,m. the function ||.||5, to be a seminorm in By,
it is defined by
lzll5, = 95, + sup (Ellz(s)|*)"?, @B,
0<s<T

Lemma 2.1 ([16]). Assume that © € By; then fort € J, xy € By,. Moreover,

UE|z(®)]*)* <1 sup (Bllz(s)[*)2 + llzolls,
0<s<T
where | = fi)oo h(s)ds < oc.
Let us recall the following known definitions. For more details see [12].

Definition 2.1. The fractional integral of order o with the lower limit O for a function f is defined as

PN S A C)
If(t)_l"(a)/o (LL_S)Pads7 t>0,a>0

provided the right-hand side is pointwise defined on [0,00), where ' is the gamma function.

Definition 2.2. Riemann-Liouville derivative of order o with lower limit zero for a function f :[0,00) — IR
can be written as

Lpapgy_ LA [T () _
Df@%—nn_wdwlgu_$ﬁ+ﬂm,t>om l<a<n. (2.2)

Definition 2.3. The Caputo derivative of order a for a function f :[0,00) — IR can be written as

n—1
CD%ﬁ)Hw<ﬂn§:?fﬂm> t>0n—1<a<n. (2.3)
k=0 "
If f(t) € C™[0,00), then
c o 1 ! n—a—1 gn n—o m
- 0

Obviously, the Caputo derivative of a constant is equal to zero. The Laplace transform of the Caputo
derivative of order o > 0 is given as

n—1

L{EED f(t); s} = s f(s) = Y _ s> F B (0); m—-1<a<n.

k=0

Definition 2.4. A two parameter function of the Mittag-Leffler type is defined by the series expansion

o) Zk 1 ’uafﬁeﬂ
E = s =
,8(2) éﬁfwk+m %LL/w—zd% o, B € C,R(a) >0,

1/2

where C is a contour which starts and ends at —oco end encircles the disc |u| < |z|*# counter clockwise.

For short, E,(2) = Eq.1(2). It is an entire function which provides a simple generalization of the exponent
function: Ej(z) = €* and the cosine function: Es(22) = cosh(z), Ea(—22) = cos(z), and plays a vital role in
the theory of fractional differential equations. The most interesting properties of the Mittag-Leffler functions
are associated with their Laplace integral

Ao—B

T w,}%A>wiw>o,

oo
/ e MR, p(wt™)dt =
0

and for more details see [12].

Definition 2.5 ([23]). A closed and linear operator A is said to be sectorial if there are constants w € IR,
0 € [5,m], M >0, such that the following two conditions are satisfied:

i. p(A) CXpp ={A€C: XN#w,|arg(A—w)| <0},
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ii. [RO A =1 =A) 7 < 525 A € Do

A—al’

Definition 2.6. Let A be a closed and linear operator with the domain D(A) defined in a Banach space H.
Let p(A) be the resolvent set of A. We say that A is the generator of an a-resolvent family if there exist w > 0
and a strongly continuous function S, : Ry — L(H), where L(H) is a Banach space of all bounded linear
operators from H into H and the corresponding norm is denoted by ||.||, such that {\* : ReA > w} C p(A) and

AT — A) e = /0 eMS,(t)xdt, Rel>w,r € H, (2.4)

where Sy (t) is called the a-resolvent family generated by A.

Definition 2.7. Let A be a closed and linear operator with the domain D(A) defined in a Banach space H and
a > 0. We say that A is the generator of a solution operator if there exist w > 0 and a strongly continuous
function So, : Ry — L(H) such that {\*: Re\ > w} C p(A) and

AT — A) e = / eMSy(t)xdt, Rel>w,x € H, (2.5)
0

where S4(t) is called the solution operator generated by A.

The concept of the solution operator is closely related to the concept of a resolvent family. For more
details on a-resolvent family and solution operators, we refer the reader to [12].

Lemma 2.2 ([6]). If f satisfies the uniform Hélder condition with the exponent 8 € (0,1] and A is a sectorial
operator, then the unique solution of the Cauchy problem

°Dex(t) = Ax(t) + f(t, xe, Bx(t)), t>to,t0>0,0<a<1, (2.6)
s given by
t
2(t) = Talt — t0)(at]) + [ Salt = 5)f (5,22, Fa()ds (2.7
to
where
To(t) = Eo 1 (AtY) = i/ X d\ (2.8)
alt) = Bal “omi Jg ¢ e — A" '
Sult) = 19 B o (AL) = i/ MLy (2.9)
« o, 27TZ Brr. )\Oé —A b °

here B, denotes the Bromwich path; S (t) is called the a-resolvent family and To(t) is the solution operator
generated by A.

The following result on the operator S, (t) appeared and proved in [23].
Theorem 2.1. Ifa € (0,1) and A € A*(0y,wp) is a sectorial operator, then for any x € H and t > 0, we have
[Sa ()] < Cet(1+t>1), t>0,w > w,
where C' is a constant depending only on 0 and w.

At the end of this section, we recall the fixed point theorem of Sadovskii [I7] which is used to establish
the existence of the mild solution to the impulsive fractional system ([1.1)).

Theorem 2.2 ([I7]). Let ® be a condensing operator on a Banach space H, that is, ® is continuous and
takes bounded sets into bounded sets, and pu(®(B)) < u(B) for every bounded set B of H with u(B) > 0. If
®(N) C N for a converx, closed and bounded set N of H, then ® has a fized point in H (where u(.) denotes
Kuratowski’s measure of noncompactness).
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3 The mild solution and existence

In this section, we consider the fractional impulsive system ((1.1). We first present the definition of mild
solutions for the system based on the paper [7].

Definition 3.1. An H-valued stochastic process {z(t),t € (—oo,T|} is said to be a mild solution of the system
(1.1) if z0 = ¢ € By, satisfying vo € LY(Q, H) and the following conditions hold.

i. x(t) is F; adapted and measurable, t > 0;
ii. @y is Bp-valued and the restriction of z(.) to the interval (tg,tgs1], k=1,2,...,m is continuous;
iti. for each t € J, x(t) satisfies the following integral equation
o(t), € (—o0,0] t
T, (0)[6(0) + 900.9)) ~ o(t.20) + [ Su(t = 9)f(s.2.. Bra(s))ds
—|—/t Sa(t — 8)o(s,xs, Baz(s))dw(s), te€[0,t1],

To(D6(0) + 9(0.6)] + Talt — 1) 11 (2(t7)) — glt, 1)
+Ta(t - tl)[g(tlv Ty, + Il(xt;)) - g(tlr Lty )]

o) +/0 Sa(t—s)f(s,a:s,Blac(s))ds—i—/o Salt = )05, Bar(s))du(s), t€ (tita), ()
Ta(D)[$(0) + 9(0,0)] + D Tu(t — ti) In(a(ty) — g(t, )
k=1

m

=+ Z Ta(t - tk)[g(tlw Ty, + Ik(xt;)) - g(tkv xtk)]
k=1

+ /Ot Sa(t —8)f(s,xs, B1z(s))ds + /Ot Sa(t — 8)o(s,xs, Baz(s))dw(s), t € (tm,T].

iv. Axli—y, = I(x(t,)), k =1,2,...,m the restriction of x(.) to the interval [0, T)\{t1,...,tm} is continu-
ous.

In order to explain our theorem, we need the following assumptions.

(H1): If a« € (0,1) and A € A%(fy,wp), then for z € H and ¢ > 0 we have ||T,(t)|| < Me“! and ||S,(¢)]] <
Ce“t(1+t*71), w > wp. Thus we have

ITa()]| < My and [|Sa(t)] < t*'Ms,
where My = sup ITo ()|, and Mg = sup Ce*t (1 +t'7%) (fore more details, see [23]).
0<t<T

<t< 0<t<T
(H2): The function g : J x B, — H is continuous and there exists some constant My > 0 such that

E||g(ta7/}1) - g(tan)”%t < M9||1z[}1 - 1/’2||?3h7 (tvwi) €Jx Bh7 i=1,2,

Ellg(t, ) < M, (1113, +1).
(H3): The function f :J x Bp, x H — H satisfies the following properties:

i. f(t,-,-) : B, x H — H is continuous for each ¢ € J and for each (¢,z) € B, x H, f(:,¥,z) : J — H is
strongly measurable;

ii. there exist two positive integrable functions p1, us € L([0,T]) and a continuous nondecreasing function
Er:[0,00) — (0,00) such that for every (¢,9,z) € J X By, x H, we have

_ ... =r(g
Bl ) B < m O (101, ) +ia@Blelfe tmine =0 < p <o
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iii. there exist two positive integrable functions p1, ue € L([0,T]) such that
E|f(t,¢,2) = ft, 0,95 < m@OlY = llB, + p2(t)Ellz - yl7,
for every (t,v,x) and (¢,p,y) € J x By, x H.
(H4): The function o : J x By, x H — LY satisfies the following properties:

i. o(t,-,-) : B, x H — LY is continuous for each t € J and for each (¢,z) € By, x H, o(-,9,x) : J — LI is
strongly measurable;

ii. there exist two positive integrable functions vy,v, € L*([0,T]) and a continuous nondecreasing function
Es 1 [0,00) — (0,00) such that for every (¢,v,x) € J x By, x H, we have

- =R (]
Blo(t, . )l <m0, (013, ) + OB, im0 1 <o

iii. there exist two positive integrable functions v, e € L(]0,T]) such that
Elo(t,¢,2) —o(t.0.9)lzg < @)l — @llE, + vo(t)Ellz -yl
for every (t,v,x) and (t,,y) € J x B, x H.
(H5): The function Iy, : H — H is continuous and there exists © > 0 such that

1<k<m, z€B

o= max {IE|| I ()13},

where B, = {y € By, ||yH%2 <gq, ¢>0}.

The set B, is clearly a bounded closed convex set in B,? for each ¢q and for each y € B,. From Lemma 2.1, we

have
lye + 25, < 2(wellz, +11203,)
< 4P sw Byl + Il +4<z2 sup IEHy(t)H’QHJFHEo”%h) (3.2)
0<t<T
< 4(H¢Ilsh+l2

The main object of this paper is to explain and prove the following theorem.

Theorem 3.1. Assume that the assumptions (H1)-(H5) hold. Then the impulsive stochastic fractional system
(1.1) has a mild solution on (—oo,T| provided that

O 16M 12 7z 2 ] g .
O+ 16M,0" + TM {a2+T(2a71)} < (3:3)
and
% Vs
M, M2T2e — 2 | <1 4
l +Ms [a +T(2a—1)}< ’ (34)

Cisa positive constant depending only on MT, Mgy and 1.
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Proof. Consider the operator P : B, — By, defined by

¢(t), te (=000 t
Ta(t)[#(0) + 9(0,¢)] —g(t,wt)+/0 Sa(t = 8)f (s, 2, Bi(s))ds

t

—|—/ Sa(t — 8)o(s,xs, Bax(s))dw(s), t€[0,t1],

Ta(B)[6(0) + 9(0,8)] + Ta(t — 01) L1 (2(r7)) — g(t, x2)
FTu(t — t0)lglts, 0 + I (a,) — g(tr,@1,)

Ple)— +/0 Sa(t—s)f(s,xs,Blac(s))ds—f—/O Salt = 9)o(s,as Baa(s)dus), te (tuta) (5o
Ta(8)[$(0) + 9(0,8)] + D Tult — i) Iu(x(t;)) — g(t,z:)
k=1

m

+ZT t_tk tk7$tk +Ik7(xf )) g(tlthk)]

/S (t — s)f(s,zs, Brz(s) ds+/ So(t — 8)o(s,xs, Bax(s))dw(s), t € (tm,T)].

We shall show that P has a fixed point, which is then a mild solution for the impulsive system (|1.1J).

For ¢ € By, define
- _ ¢(t>7 te (7003 0]7
2t) = { 0, ted.

Then z € By. Let x(t) = y(t) + 2(t), t € (—o0,T)]. It is easy to check that x satisfies (1.1) if and only if yo = 0

and
W (O)[6(0) + 9(0,6)] — glt, v + 21) + / Salt = 8)F(5,ys + 2o, Bi(y(s) + 5(s)))ds
+/0 a(t = )0 (5, o + 24, Baly(s) + 2(9))du(s), ¢ € (0,11,
To()[6(0) + 9(0,6)] + Tu(t — 1) 11 (y < >> — gty + 7))
+Ta(t )[ (t17yt1 + Ztl +Il( )) g(t17yt1 + Ztl)]
+ / Su(t— 5)f(5, s +zS,Bl<y<s> +2(s)))ds
+ / Salt = 5)0(s,s + 2o, Ba(y(s) + 2(s)))dw(s), ¢ € (b1, 1),
y(t) = 0
Tu(B)[6(0) + 9(0,6)] + 3 Tt — ti) Iu(y(ty)) — 9lt, e + 71)
k=1
+ ZT (t - tk)[g(tk’ytk + Ztk + Ik(yt,: + Zt,:)) - g(tk’ytk + Ztk)]
k=1
+ / Sult — 8)F (5,95 + o) Ba(y(s) + 5(s)))ds
+/0 So(t — s)o(s,ys + Zs, Ba(y(s) + Z(s)))dw(s), t € (tm,T].
Set,

By = {y € By,yo =0 € By}
Thus, for any y € BY we have

3 3
lolly = lsolls, + sup (Ely()I?)" = sup (Ely(s)]?)".
0<s<T 0<s<T

Therefore, (BY, || - ||») is a Banach space.
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Consider the map II on Bf defined by

Ta(®)[9(0) + 9(0,9)] — g(t, e + 2) + / Sa(t —8)f(s,ys + Zs, Bi(y(s) + 2(s)))ds

+ Sa(t = s)a(s,ys + 25, Ba(y(s) + 2(s)))dw(s), t € [0,4],

)[0(0) + 9(0, @) + Ta(t — ta
+T0¢(t - tl)[ (tlayh + Ztl +Il

>3
N —
~
iy
—~
<
—~
[
—
~—
|
N
—
~
<
o~
+
I
R\
N

Yir +
+ / Salt — )£ (5, s + 7o, B1(y(s) + 2(s)))ds

O

+/ Salt = 5)0(5,5s + 2o, Baly(s) + 2()))duw(s), ¢ € (b, 1],

—~
=
<
=
—~
~
~—
|
(=)

m

To(t)[$(0) + (0, &) + > Tu(t — ti) I(y(ty)) — g(t,ye + 2)

k=1

JFZTa(t - tk)[g(tk’ytk + Zy, + Ik(yt; + zt;)) - g(tk”ytk + ztk)]
k=

; Sa(t =) f(s,ys + Zs, B1(y(s) + 2(s)))ds

Jr/o Sa(t — 8)o(s,ys + Zs, Ba(y(s) + 2(s)))dw(s), t € (tm,T].

It is clear that the operator P has a fixed point if and only if IT has a fixed point. So let us prove that II has
a fixed point. Now, we decompose II as II = II; + II, where

0, teo,t],
To(t —t1)(y(ty))
+Ta(t —t)lg(ts, v, + 2, + Il(yt; + Et;)) —g(ti,ys, + Z,)], € (t1,ta],

ZTat—tk M (y(t7))
k=1 m
Z (=)o (e Yo, + 2o + Loy, +2,0)) = (ks Yo, +20)) L€ (s T,
(May)(t) = Ta(t)g(0,0) = g(t,ye +2) + /S (t =) f(s,ys + Zs, Bi(y(s) + 2(s)))ds

/5 (t — 8)o(s,ys + Zs, Ba(y(s) + 2(s)))dw(s), t€J.

In order to use Theorem 2.2 we will verify that II; is compact and continuous while Il is a contraction
operator. For the sake of convenience, we divide the proof into several steps.

Stepl. We show that there exists a positive number ¢ such that II(B,) C B,. If this is not true, then for
each ¢ > 0, there exists a function y4(-) € By, but II(y?) ¢ By, that is IE|(IIy?)(¢)||3, > ¢. An elementary
inequality can show that, for ¢ € [0, 1]

¢ < IB[I(y?)(1)l3 5
< AIB|Ta(t)g(0,9) 13 + 4Bl g(t, yf + 2|3 + 41EH /0 Sa(t —8)f(s,yd + 25, Bi(y?(s) + z(s)))ds
t 2 *
+4IE / St — 8)o(s,y? + zs, Ba(y1(s) + Z(s)))dw(s)
0 H

4
= 4211.
=1

(3.6)
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Let us now estimate each term above I;, i = 1,...,4. By Lemma 2.1 and assumptions (H1)-(H2), we have
I < MFIE||g(0,¢)I3, < MFMy([ll5, + 1), (3.7)
I < M, (llyf + 2%, +1) < M, |4(ll6l13, + ) +1]. (3.8)

Together with assumption (H3) and (3.2), we have

t t
I3 < / HSa(t—S)HdS/ 1Sa(t = S)IE|f(s, 42 + 25, Bi(y"(s) + 2(s)))|3,ds
0 0
t t
< N [0 [ e (o= (I + 2E, ) + GBI () + 2(6) s
T%‘ . 0 (3.9)
< N2 [0 2 (1000l + )i+ Bii sup Bl (s) + 2(5) ] ds
@ Jo 0<s<T
AT T2a — * x %
< Mg‘? [:f (4(H¢||26h + lQQ))M + B1N2Q}7
t
where B = sup / K(t,s)ds < oo, pf = sup pi(s), us = sup pa(s).
tef0,7]Jo s€[0,t] s€[0,t]
A similar argument involves assumption (H4), we obtain
t
Iy < / 18a(t = $)IIPE[lo (s, y + 2, Ba(y?(s) + 2(5))) [ 29 ds
0
t
< N [ (- s 0 2 (1101, + Pa))oi + Bivi sup (o) + 2(5) ] ds (3.10)
0 0<s<T
AT T20¢—1 — 2 2 * * ok
< gm [:o (4(H¢||Bh +1 Q))V1 +BZV2q}7

t
where By = sup / P(t,s)ds < 0o, vi = sup v1(s), v3 = sup va(s).
tel0,T]J0o s€[0,t] s€[0,t]

Combining these estimates (3.6)-(3.10) yields
BTy (1) 3, 2
~, T —_ * * %
< Lo+ 16Myl*q + 4AM5—5- [:f (4(||¢||2Bh + l2q))u1 + B uzq] (3.11)

(= (401613, +20) )vi + Bivia.

IN

q

—. T
+4M§2a —

where
Lo = 433M, (Jlgl3, +1) + a0, (1 -+ 4], ).
Dividing both sides of by q and taking ¢ — co, we obtain
T2« __ 2a-1
160, 1 + 43— [4/\:1’; + B{;ﬂ + 45—

— 16]M,12 4M2T2a[ 7}>1
0M,l™+ 4Ms a2+T(2a—1) =

[4Tuf + B;l/;:|

which is a contradiction to our assumption in (3.3)).
For ¢ € (t1,12], we have

¢ < E[Iy))]%
< TNTa(t = )Py (00 R + T Talt = ) PElg(tr v, + 20 + Ly +2,0))I1R

HN|Ta(t = ) IPElg(tr, v, + 20113, + TE(T6(£)9(0,0) 17, + TE|g(t, i + 2%

/O Sa(t —s)f(s,yd + zs, B1(y?(s) + 2(s)))ds (3.12)

+41E

"o

+7IE /0 St — 8)o(s,y? + zZs, Ba(y(s) + Z(s)))dw(s)

H
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Using assumptions (H1)-(H5) we obtain

IE[[TI(y?) ()17, o

— —. T
< Ly +TOMEM, P+ 28M, % + TV — (27 (401013, + 1) )it + Biugd]
. T2o¢71 _ . .
+TME S — [Eo (40113, +120))vi + Bsvial.

where
Ly = 703 (€ + M [1+6(|63, +120)]) + TAEEM, (1+ 16113, ) +7M, (1 + 4ll6]3, ).

A Similar argument gives

—_~ . T2o¢ N Tga_l
TOMZM, 1% + 28M, 12 + TNR— [4Au; + Bips | + TMEo— [4Tvf + Bjj]
a a—
= TONZM,12 + 28M,12 4+ TAIZT? [ 1) o - 2] > 1
Tyt ot M5 a2+T(2a—1) =7
which is a contradiction to our assumption in (3.3)).
Similarly for t € (¢;,t;41], i = 1,2,...,m, we obtain
~ —~ TQOL . 2a—1
C +16M,1% + TME— [4Aui + Bius| + TME5—[4Tv} + Bju; ]
a a—
= C o+ 16M12 + TMET [ 1 4 B[ =1
* gt H IS a2+T(2a—1) -

with n = 4Ap; + Bips, ne = 4Yvf + B3v; and C is a positive constant depending only on My, Mg and 1.
This is a contradiction to our assumption in (3.3).
Thus, for some positive number ¢, II(B,) C B,.

Step 2. The map II; is continuous on Bj.
Let {y"}52, be a sequence in B, with limy™ — y € B,. Then for t € (¢;,t;41], we have

E|[(Thy™) () — (M) (@)l
< 3 ITalt — )l llEIIIk(y”(t;)) — Lu(y () 3+

k=1
IEHg(t}’cay?,c + Zt, + Ik(ytn): + Zt;)) - g(tkvytk + 2, + Ik(yt; + 2,5;))”%-[

+IE|lg(te, yr, + Z6) — 9(tk, Yr, + ftk)lit] .

Since the functions g, I;, i = 1,2,...,m are continuous, hence lim,, .o, IE||II;3™ — II;y||?> = 0 which implies
that the mapping II; is continuous on B,.

Step 3. II; maps bounded sets into bounded sets in B,.
Let us prove that for ¢ > 0 there exists a § > 0 such that for each y € B,, we have IE||(IL;y)(t)||?, < ¢ for
t € (t;,tiv1], 1 =0,1,...,m. We have

E[My) Ol < 3) ITalt — o)1 | BTyt )15 + Ellg(te ve, + 2017
k=1
+]E||g(tk7?ytk + 2y, + Ik(yt; + Ztk))||$—£‘|
< 3md3 |0 (14 6My2) + 2M, + 10M, (|l6]3, + %)
= 9,

which proves the desired result.
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Step 4. The set {II1y,y € B,} is an equicontinuous family of functions on J.
Let u,v € (t;,tiq1], ti <u<v<tiyq1,i=0,1,...,m, y € B;. We have

IE[ (1119 (v) — () (u) [,

< 3 | Talv = 1) = Tulu— 1) l]EIIIk(y(t;Z))I% + Bllg(te, yr, + 20,3
k=1
TIE(g(tr, yor, + 20 + Tn(y, - + ftk—,))I%]
< 3]0(1+6M,12) + 20, + 10M, (I6]3, +%a) | S I1Ta(v i) = Tulu — )%
k=1

Since T, is strongly continuous and it allows us to conclude that lim,_, || Tn (v — tx) — Tu(u — t&)||> = 0 for all

k=1,2,...

,m, which implies that the set {II;y,y € By} is equicontinuous. Finally, combining Step 1 to Step

4 together with Ascoli’s theorem, we conclude that the operator II; is compact.

Step 5. Il is contractive. Let y,y* € By and t € (¢;,t41], 9 =0,1,...,m. Then

IN

IN

IN

IN

IN

IE||(Ty) (t) — (Tay™) (1) |3
lg(t, ye + 20) — g(t, yf + 2113,

+3IE /0 Sa(t = s) [f(s,ys + Z4, B1(y(s) + 2(s))) — f(s,y" + Zs, B1(y* (s) + 2(8)))]d8
t " 2
+3]E| / Salt = 8) |05,y + 2o, Baly(s) + 2(5)) — 05,7 + 2, Baly*(s) + 2(5)) | du(s)
H

t t
Bllg(t,ye + 21) — glt, i + )2 + 3 / 1St — s)ds / 1St — 8]

KB 5+ 2o Brlas) + 2(6)) = F(s. + 20 By () + 2(5)) s

+3 [ 1ae - NP6+ 32 Baale)+3(60) = 45 450 Bty (0 + S gt
M, s = v [, + 3002 [ (¢ =) s [ (0=

[ 9l — U213, + o ENB4(s) + 2(6)) — Ba(y*(5) + (6)) ] s

w3 | (¢ P D (). — v, + va(NEBalyls) + 2(5) — Baly(s) + 2(s)) ] ds
e i, + 338 [ (- o

s [ sup Elly(s) — y(s)" B + 13 B7 sup Bly(s) — u(s)"[13] ds

+adi | (¢ = 920 [ sup Ely(s) — y(s)" [ + v3 B sup Elly(s) — y(s)" 3] s

3\ 1M, + MET* | & (50 + 3 BY) + gy (V112 + VSBS)D ly =713

3( 12My + MET? [;37 + T(Qi_l)D ly = 115, -

So II; is a contraction by our assumption in (3.4). Hence, by Sadovskii’s fixed point theorem we can conclude
that the problem (L.1)) has at least one solution on (—oo,T|. This completes the proof of the theorem. O

4 An example

In this section, we consider an example to illustrate our main theorem. We examine the existence of solutions
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for the following fractional stochastic partial differential equation of the form

DYfu(t, ) + / alt, e, s — 1)Qs (uls, z))ds] = [( z) + / alt,, s — 1)Qu (u(s,z))ds]

+/ H(t,z,s —t)Qa(u(s,x ds—l—/k e Us®) s
e’} 0
‘ dp(t)
_ u(e z)
+ /OOV(t xz,8 —t)Q3(u d8+/0 p(s ds] T (4.1)

xz € 0,7, te€0,b], tF#tk
u(t,0) =0= u(tﬂ) t>0
(,a:) o(t,z), te(—o00,0, x€][0,n],

u(t;)(z / i(ti — s)u(s,z)ds, x €[0,7],

where 3(t) is a standard cylindrical Wiener process in H defined on a stochastic space (Q,{F;}, F,IP); D
is the Caputo fractional derivative of order 0 < ¢ < 1; 0 < t; < t5 < ... < t, = T are prefixed numbers;
a,Q1,H,Q2,V,Q3 are continuous; ¢ € By,.

Let H = L?([0,]) with the norm || - ||. Define A :H — H by Ay = y” with the domain

D(A) = {y € H;y,y’ are absolutely continuous, 3" € H and y(0) = y(7) = 0}.

o0

Then, Ay = an(y,yn)yn, y € D(A), where y,(z) = \/%sin(mc), n = 1,2,..., is the orthogonal set of
n=1

eigenvectors of A. It is well known that A is the infinitesimal generator of an analytic semigroup (7'(¢));>0 in

‘H is given by

o0

T(t)y = Z e*"Qt(y,yn)yn, for all y € H,t > 0.
n=1
It follows from the above expressions that (T'(¢)):>o is a uniformly bounded compact semigroup, so that,
R(\, A) = (A — A)~ ! is a compact operator for all A € p(A).
Let h(s) = €%, s <0, then | = fi)oo h(s)ds = % and define

1611, =/0 h(s) sup (E|¢(9)|2)1/2ds.

—0 s<6<0

Hence for (¢, ¢) € [0,T] x By, where ¢(0)(y) = ¢(0,v), (0,y) € (—00,0] x [0,7]. Set u(t)(z) = u(t,x),

o(t,8)(x) = / alt,,0)Q: (6(6) (x))do,

— 00

F(t,é, Bru(t) / H(t,,0)Q(6(0)())d0 + Byut)(x),
o(t, ¢, Bau(t) / V(t, 2, 0)Qs(6(6) (2))d + Byu(t)(x),

0
1(6)() = / w(—0)6(0) )b,
where Biu(t) fo e~ “s2)ds and Bou(t) fo e~ ) ds. Then with these settings the equations
in (4.1) can be wrltten in the abstract form of Eq. . All conditions of Theorem 3.1 are now fulfilled, so
we deduce that the system (4.1) has a mild solution on (—oo,T].

5 Conclusion

We have studied the existence of mild solutions for a class of impulsive fractional stochastic differential
equations in Hilbert spaces, which is new and allow us to develop the existence of various fractional differential
equations and stochastic fractional differential equations. An example is provided to illustrate the applicability
of the new result. The results presented in this paper extend and improve the corresponding ones announced
by Dabas et al [6], Dabas and Chauhan [7], Shu et al [23], Sakthivel et al [I§] and others.
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