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On viscosity solution of Hamilton-Jacobi-Belman
equations
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Abstract

The paper deals with an optimal control problem governed by a state equation which involves evolution inclusions.
These inclusions are formulated through time-dependent maximal monotone operators and the control variable
runs in a suitable class of Young measures. We show, in the finite dimensional setting, that the value function of
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1. Introduction

The present paper provides some viscosity results for
control problems where the dynamics are governed by a
class of evolution inclusions with Young measures. For any
t€1:=1[0,T] (T >0),letA(t) :D(A(t)) CR? — R¢ be a
time dependent maximal monotone operator satisfying the
following conditions
(Cy) There exists an a € W!'!(I) such that

dis (A(),A(s)) < ||a(r) — a(s)| fort,s €1, (1.1)

where dis (-, -) is the pseudo-distance between maximal mono-
tone operators introduced in [24] (defined below).
(Cy) There exists a positive constant ¢ such that

[|14°(#)x]| < c(1+|x||) forr €I, x e D(A(z)), (1.2)

where A°(t)x denotes the element of minimal norm of A(7)x.
Assume that the control spaces Y and Z are two compact met-
ric spaces and let . (Y) (respectively .#(Z)) be the com-
pact metrizable space of all probability Radon measures on Y

(resp. Z) endowed with the vague topology o(%(Y),€(Y))
(resp. 0(€(Z)',¢(Z))). The set of all measurable mappings
from I to .41 (Y) (resp. #1(Z)) is denoted by % (resp. Z).
The space % (resp. %) is compact metrizable for the sta-
ble convergence. For any mapping J: I xRY xY xZ — R
bounded and continuous, called the cost function, let define
the value function L; on I x RY by

Ly(t,x) ==

sup inf {/TT/Z/YJ(I,Mx,“,v(l‘)%z)liz(dy)"t(dz)dt}»

vey He?
with the trajectory solution uy  v(-) on [7,T] of the problem
—te v () € AUy v (1)+
1, J, 8oy (1), 3, 2) ke (dy)Vi(dz) ae [z, T,
ueuv(t) =x€D(A(T)).

The perturbation g : I x R? x ¥ x Z — R is bounded, con-
tinuous and uniformly Lipschitzean with respect to its second
variable.
We will show, under the assumptions above, that the value
function associated to the continuous cost function above is a
viscosity subsolution of the Hamilton-Jacobi-Bellman equa-
tion

JdL

y(t,x) +H(t,x,VL(t,x)) = 0.
Then, imposing some extra conditions on A, g, J and the first
space of Young measure controls, we will prove that the value
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function under consideration is a viscosity supersolution of
the related Hamilton-Jacobi-Bellman equation. This extends
a number of results in the literature dealing with the viscosity
solutions related to control problems subject to undelayded
evolution inclusions. The study of viscosity theory in [16—
20] was concerned with sup inf and inf sup problems from
differential games theory (with two players). Similar works
can be found in [6, 9, 11], for ordinary differential equations,
nonconvex sweeping processes and m-accretive operators. For
other related results on control problems and viscosity theory,
seee.g., [3,4,7,8, 10, 12, 14, 15, 21, 22], and the references
therein.

The paper is divided in three sections. We collect in sec-
tion 2, notation and preliminaries. In section 3, we discuss the
existence of a viscosity solution of the considered Hamilton-
Jacobi-Bellman equation, in the finite dimensional setting.

2. Notation and preliminaries

In all the paper [ := [0,7] (T > 0) is an interval of R.
The inner product of R? is denoted by (-,-) and || - || is the
associated norm. We denote by B[x, 7] the closed ball of center
x and radius r on R%. Let X be a metric space, we denote by
@ (X) the set of all continuous functions from X into R. When
X is compact, the topological dual space of (€' (X),|| - ||-)
corresponds to the space .# (X ) of all Radon measures on X.
For any subset S of R?, §*($, -) represents the support function
of §, that is, for all y € R,

67(S,y) = sup(y,x).

xes

Let A : D(A) — R be a maximal monotone operator, where
the effective domain of A is D (A) = {(¢,x) € I x RY : A(t)x #
0}.

The assumption (C}) is given using the pseudo-distance be-
tween two maximal monotone operators A; and A defined in
[24], as follows

<Y1 —y2,X2 —x1>

dis(A(.A>) =
is(A1,A2) = sup{ e T

,Xi €D (A,'), yi € A,-x,-}
(the distance may be equal to +co).
The assumption (C,) is given using the element of minimal
norm of A(t)x, denoted A°(¢)x, defined by A°(¢)x € A(¢)x such
that ||A°(¢)x|| = d(0,A(¢)x).
We refer the reader to [5] for properties of maximal monotone
operators and to [1, 13], for convex analysis and measurable
set-valued mappings.

To shorten the paper, we do not recall concepts on Young
measures, needed in the statement of the next section. For
details concerning Young measures, Carathéodory integrands,

narrow convergence and the fiber product result, see e.g.,
[2, 12].
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3. Main result

We start this section by the following theorem.

Theorem 3.1. Under the assumptions above, suppose further
that D(A) = I x RY. Then, for any xo € RY and for any
(W, v)e¥ x Z,
(i) the following problem has a unique absolutely continuous
solution xyy y v (-)

XXO,/J.,V(I) € _A(t)xxo.u,v(t>+
Z/Yg(t,xxOAu,v(t),y,z)ut(dy)v,(dz) aetrcl,
Xyg,u,v (0) = Xo.

Moreover, there exists a constant M > 0 independent of (L, V)
such that

ey v () = Xeo v ()| < (£ —5)2M forall 0<s <t <T.

(ii) If a sequence (t,) in I converges to t., a sequence (V")
in Z converges stably to v=° € 2 and Xy, y v is the unique
absolutely continuous solution of

7xx0,[,l,v" (t) GA(t)xxo,u,v” (l‘)+
/Yg(fvxxo,u,vn (1),y,2) W (dy)v/'(dz)a.et €1,
Xxg,u,v (0) = xo,

then,
lim (%9, ga.v7 () = Xxg.pu.v= (8o | = O

Proof. Following the arguments as in [23], we may establish
the existence and uniqueness of a solution to the problem
above and the inequality in (7). Our results obtained in [23]
(see Proposition 5.8) allow us to show the continuous depen-
dance of the solution on the control. 0

We address the following lemma

Lemma3.2. Let 7 ={(t,z):t €1,z€ D (A(t))} and (t9,x0) €
9. Suppose that Ay : I x R x AL (Y)x ML (Z) -+ Risa

continuous mapping, Ay @ I x RY x ML(Z) — R is upper

semicontinuous such that, for any bounded subset B of R?,

A2|1x3xk//4(z) is bounded. Define A := A + A, such that

min  max A(t,xo, U, V) < —n forsomen > 0.
peMLY)verl(2)

Let L: I xR? — R be a continuous function such that L
reaches a local maximum at (ty,xo). Then, there exist [l €
M L(Y) and a real number p > 0 such that

10+p

At oy (0,11, V1) il

sup dt<—77

veZ Jiy

3.D
where xy, i v(-) is the unique absolutely continuous solution

of the problem

zJy
Xxo,ﬁ,v(lo) = X0,
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corresponding to the controls (1, v) € 4L (Y) x Z and such
that

L(to,x0) > L(to + P, Xxy,q,v(fo +P)) (3.2)
forallve Z.
Proof. By hypothesis, one has

min  max A(f,x, 1, V) < —N <0,
pweML(Y)vet)(z)

i€,

min  max [Aj(t,x0, U, V)+ Az(f0,x0,V)] < —1 <O0.
peMLY)vedl(2)

As the function A is continuous, so is the mapping

p max  [Ag(to,xo, 1, V) + Az (to, X0, V)]
ve#(z)

Then, there exists fi € .4 (Y) such that

max A(t(),xO,[.L V)
vedl(2)

min  max A(t,xo,U,V) <

-1.
peML(Y)vetl(Z)

As the function (¢,x,v) — A;(t,x,[1,V) is continuous and
the function (z,x,Vv) — Ay (f,x,V) is upper semicontinuous,
(t,x,v) — Ay (t,x, i1, V) + Ax(t,x, V) is upper semicontinuous,
so is the function

(t,x) = max A(t,x,{i,V).
ve//Jr( )

Then, there exists & > 0 such that

max A(t,x,[1,v) <
ve///Jr( )

n
57
whenever 0 <t —19 < & and ||x —xo|| < &. Suppose that there
exists some constant real number 6 > 0 such that

L(l(),xO) > L(l() +S,xx°,p’v(l0 +s))

for all s €]0, 8], for all v € Z. This fact needs a subtle argu-
ment due to P. Raynaud de Fitte using both the continuity of
(t,V) — Xy,,a,v and the compactness of 2. That is, as L has a
local maximum at (#,xp), for § and r > 0 small enough (we
can decrease 8), one has

L(l()JCo) > L(l() + s7x)

for any s > 0 such that s < § and for every x € R? such that
||x —xol| < r. Thanks to the continuity of (¢,V) — Xy a,v(f),
one can find for each v € 2 an open neighborhood V), of
vin 2 and 6, €]0, 8] such that, for all (s,V’) € [0, 6, [xVy,
%, v (to +5) —x0|| < r. Since 2 is compact, one finds a
finite family v!,--- , v" such that 2 = U’j’-lev . The assertion
is then proved by taking 6 = min{0,, : 1 < j < n}. Recall
that

ey v () = Xeg v ()| < (£ —5)ZM foralltg <s <t <T,
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where M is a positive real constant independent of (u,v) €

% x % . Choose 0 < p < min{6,¢&, ( )2}, then we get
[Pexg. 1. (1) = X, 1.0 (f0) | < &,

for all ¢ € [to,70 + p], and for all v € 2, so that the esti-

mate (3.1) results by integrating ¢ — A(, Xy, g v(f), [, V;) on

[f0,%0 + p]
to+p
/

max  A(,xy TR
s Alton o (0).8.7)

A(I,XXOJ]’V([),[:L, vt)dt S

dt<%<0

to+p
[
fo

for all v € 2. The estimate (3.2) results by the choice of
p. O

Now, we present the dynamic programming theorem

Theorem 3.3. Let (T,x) € I (defined above) and let p > 0
be such that T4+ p < T. Then,

LJ(T,)C) =

sup inf {
vez ue¥

r+p/ / J(t, e v (), y,2) e (dy) Vi (dz)dt
zJy

+LJ(T+P,Mx,p,v(T+p))}>

where
Li(t+p,ucpv(t+p)) =

/r+p/ /J t,vep.y(1),3,2) B (dy) v (dz)dt

the map v, g (-) denotes the solution on [T+ p,T] of the
evolution inclusion

—Vxpy(1) €A()vep (1)

p inf
yejﬁe?/

+ /Z /Y gt v2py(1),,2) B (dy) 3 (d2)

where the controls (B,y) € % x % and the starting from
Vepy(T+p) = U v(T+P).

Proof. The proof is similar to the one of Theorem 3.2.1 [9],
SO we omit it. O

In the following theorem, we will prove the existence of
viscosity subsolutions

Theorem 3.4. Let for any t € I, A(t) : D(A(t)) — R? be
a compact-valued maximal monotone operator that satisfies
(C1)-(C2) and which is upper semicontinuous. Let Ly : I X
R? — R be the value function defined by

Ly(t,x):=

sup inf
vez ue

{/ //Jtuxuv 2 (dy) Vi (dz)dr},
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where uy y v(-) is the unique absolutely continuous solution
of the problem

—te v (1) €A g v(t)+
g(tvux,l-hv(t)vyaz),ut(dy
ueuv(7) =x€D(A(T)),

YWV, (dz) a.e [7,T],

Let H(-,-,-) be the Hamiltonian on I x R? x RY given by
H(t,x,§) =
inf  sup { / / 1,%,,2) e (dy) Vi (dz))
wedL\Y) venl(z

[ expmlanivda) +8° & ~Aw),

the function 6*(-,—A(t)z) is the support function of z —
—A(t)z. Then, Ly is a viscosity subsolution of the Hamilton-
Jacobi-Bellman equation

L
ot

i.e., for any ¢ € €' (I x RY) such that Ly — ¢ reaches a local
maximum at (to,x0) € I x R we get

(lax) +H(I7X7VL(I7X)) =0,

d
ot
Proof. We use in our development techniques as in [12, 16,

20]. Assume by contradiction that there exist some ¢ €
€' (I x R?) and a point (9, x9) € & for which

99 (10,%0) + Hto, %0, V9 (10,0)) > 0.

d

(T(f(fo,xo) + H (to,x0, V9 (t0,%0)) < —n for some n > 0.
By assumption, we have for each ¢ € I, the set-valued map-
ping z € RY — A(t)z is upper semicontinuous with convex
compact values in R¥.

As a result, the function

(t,x) € I x RY — Ay (t,z) :=6"(Vo(t,2),—A(1)z2)

is upper semicontinuous. As the range of A is bounded for any
bounded subset B of R?, along with the continuity of V¢ (-, ),
we conclude that Ay|;«p is bounded.

Clearly, under our assumptions, the function A
ML) x ML (Z) — R defined by

I x RY x

A](LX,[.L,V) = /[/J(t>x’y>z)“t(dy)]vf(dz)
1960, [ 800 ptanvtaz) + 22 1.0

is continuous, .# (Y) and ./ (Z) being endowed with the
vague topology 6(# (Y), € (Y)) and o(.# (Z), ¢ (Z)) respec-
tively. Then, applying Lemma 3.2 to A := A; + A, and find
fL € #1(Y) and p > 0 independent of v € 2 such that

;PTI>

5 (3.3)
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fo+p

sup {

10+p
| ]I asama0yam@vea [ [
veZ Jio zJY ZxY

(VO (#2009 (1)), 88, X0 1.y (1), )>u(dy)Vz(dZ)dt

to+p a¢
+/,O En

t0+p
[ 8 (V003 .0(0)), ~A O3 (1))

fo

(t,Xxy,,v(1))dt+

where x,, 5.v(+) : [7,7] — R? denotes the unique absolutely
continuous solution of the problem

—Xxg,av (1) € A(t) Xy av (1) +
Yg(t gy (1), 2) L (dy) Vi (dz) a.e [t,T],
xxo:.aN(T) = X0,

the controls (fi, V) belong to .1 (Y) x 2 and such that
Ly(to,xo0) —

—(P(t() +P,xx0,ﬂ,v(t0 -‘rP))

for all v € Z. Thanks to Theorem 3.3 of dynamic program-
ming, we know that

¢(t0,x0) > Ly(to+p xxp5,v(t0+p)) 3.4)

Ly(to,x0) <

to+p

sup{ [ [ [ 10500320 Vi)
veZ zJY
+Ly(to+ P, xxp,,v(t0+P))}

We need to an argument from Proposition 6.2 [11]. For any
n € N, there is v € & such that

Ip

Ly(to,x0) <

to+p _
[ [ [rtrenm @) 0m@) v @ar
) zZJY

+Lj(l0+P,xx07/:l’vn(l0+P))+*
It follows from (3.4), that
¢ (to+pXxo pvn (fo+pP))
to+p 1
< 70 L0t ) v @
=@ (to,x0) +Ly(to + P, Xxy,1,vn (fo +P))-

As a result,

Ly(to+p,xx v (fo+p)) —

/:w /Z /YJ (t Xz v (2), 3, 2) L (dy) V7' (dz)dt

1
+0(to+ P, Xxy 5 (fo+p)) — ¢ (t0,x0) + -

We make use of the ¢! regularity of ¢ and the absolute conti-

nuity of xy gv(+),
to+p
¢(t0,x0) < / / /
fo

910+ p,xg, v (f0+pP)) —

0
°°"n" b,
Sod

200

H
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<V¢ (t7xxo,ﬂAV" (t))’g(t7xxo7ﬂ~,v” (l‘),
10+p

8 (Vo (t,xe q (1)),

10+p 8¢
+/,0 o

for any n we have

¥,:2)) & (dy) vy (dz)dt

—A (t)xxO7p7v11 ([))dl

i
+

fo

(t, Xxg,,vm (1) )dt,

to+p
< [ [ [ r im0 20V @) e+
0

and
R T 10tP 9
Jim [ S x (1) = /to St (0)dr.

Passing to the limit in (3.5), when n — oo,

</t:0+p//J(t,xxOﬁ_,v(t),y,z)/._t(dy)\'/t(dz)dt-i-

/totﬁp// VO (1,x00,1.9(1)), (8, %x0,,5 (1), 3, 2)) L (dy) Vi (dz)dt

fo+p
L7 V00t (0),8( 50 000 (03,2 () Ve ()
1 ZxY
to+p N
+ . O (VO (t,x0,a,v (1)), —A(t)Xxy,qvn (2))dt
0P 9 1
+/IO 5 (t,%59,5,v2 (2))dt + - (3.5)

The space Z being compact metrizable for the stable topol-

ogy, assume that (v") stably converges to a Young measure

v € Z. This implies that x,, zv» converges uniformly to
Xyx,,i,v Which is solution of

g v (1) € A(1)xy

. g(taxxo-ﬁ-,v( ),y

xxo,ﬁ,v(f) = X0,

vo.,v (1) +
,2)A(dy)Vi(dz) a.e [1,T],

X Z and &y, ;. V"

®V (see e.g., [12]). As a conse-

where the controls (f, V) are in .} (Y)
stably converges to &,

X0,V
quence,
. fo+p _ n
r}glolc / / J(t, x50, (1), 3, 2) L (dy) V' (dz)dt

fo+p _ _
/ / J(t,%4 9 (1), 2) A (dy) Vi (d2)dr

to+p B .
/ / (V00 (1)), 80,5, (1), 3,2 ) VY ()

converges to

fo+p
L7 ] ] 90050005 00),8(0 2005 (1), .20 ) ().
Moreover,
fo+p
timsup [ 8" (Vo (1, v (1)), ~A (15 .00 (1))
to+p
< [ (Vo (e 00 0) AW s (1),
because
limsup &7 (V (¢x1g, .0 (1)), —A ()50, .00 (1))
<8 (VO(t 20, 1,9(1)), —A()xx 1,9 (1))
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+./t0z0+p 8 (VO (1,0 1.5(t)), —A(t)xny .v(1))dt

0tP J¢
+/m ot

This is in contradiction with (3.3).

(t xx ”’\_/

(1))dr.
O

To obtain the superviscosity property of the value function
Ly, we impose some extra conditions on A, g, J and the first
space of Young measure controls. Assume the following
(C3) The subset of % denoted by .7, is compact for the con-
vergence in probability, in particular 7 is compact for the
stable convergence (see e.g., [12]).
This condition entails that the mapping (i, V) — Xy, u,v is
continuous on S x % using the fiber product and the ar-
guments of Theorem 5.1 in [12], along with the continuous
dependence of the solution of the problem on the initial posi-
tion and the control.
(C4) The functions J and g are bounded, continuous and g is
uniformly Lipschitzean on RY, the family
VCo V) vyeat (v) <.k (2)
(res. (g(-,-, 1, V))(/,l,v)e///i(Y)x.///}r(Z)
I xR,
(Cs) The maximal monotone operator A(t) :
R is a single-valued function.
We will obtain, under assumptions (C;)-(Cs), a variant of
Lemma 3.2 that allows us to prove the superviscosity.

Lemma 3.5. Let (to,x0) € Z and let A: I x R x 4L (Y) x
ML(Z) — R be a continuous mapping, and the family

(A(, 1, V), (U, v) € ALY) x ML (Z) be equicontinuous
on I x R?. Assume further that

), is equicontinuous on

D(A(t)) CR? —

min  max A(f,xo,,V)>1n >0 forsomen > 0.
pedl(v)vet! (z)

Let L: I xR? — R be a continuous function such that L
reaches a local minimum at (ty,xo). Then, there exists a real
number p > 0 such that for any u € €, one has

fo+p pn

sup At xeg v (1), My, Vi) dt > — 5

veZ Jiy

(3.6)

where xy, ;i v(-) is the unique absolutely continuous solution
of the problem

g v (t) = —A(t)Xxg v () +
(t Xxo,u, V(t)ﬂy7z)“t(d)))vt(dz) a.e 17

xxo,u v( ) = X0,
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the controls (W, V) belong to 7 x %, and such that

L(to,x0) < L(to + p,xxy u,v (fo+P)) (3.7

Sorall (u,v) e xZ.

Proof. As L has a local minimum at (g, x ), there are 6 > 0,
r > 0 such that

L(tp,x0) < L(t,x)whenever 0 <t —to < 0 and x € B[x,7].

Thanks to the equicontinuity of the family
(A(-,-,,u.,v))(”_’v)e%i( v)x.) (z) there is & such that & €]0, r|
independent of (i, V) such that for all 7 € [ty,fo + £] and x
such that ||x —xp]| <&

A(IO,XO,[.L,V) - g < A(Z‘,XJ,L,V)

forany (u,v) € AL(Y)x M1 (Z).
Consider an arbitrary element pt in J#. Then, there exists a
A-measurable mapping v : I — ./ (Z) such that

)

A(t()vx()v“tvvz:u): max A([(),X(),IJ;,
VI L(Z)

for all ¢ € I, since the nonempty compact-valued set-valued

= {V € %i(z) :A(tﬂyx(b“l)v) = /H/;/a)é )A(t()a-an.ula )}

has its graph in £ (I) ® B(.#}(Z)). Recall that

ey peov () = Xeo v ()] < (£ —5)2M foralltg <s <t <T,

where M is a positive real constant independent of (i, V) €
% x % . Choose 0 < p <min{8,&, (f—,l)z}, one obtains

[P0, (1) = X0, (f0) [ < &,

for all € [to,7o + p], and for all v € Z. By integration,

to+p n

Then, (3.6) follows from the choice of p. This ends the
proof. O

In the following theorem, we will prove the existence of
viscosity supersolutions

Theorem 3.6. Consider for anyt € I, a compact-valued maxi-
mal monotone operator A(t) : D (A(t)) — R? satisfying (Cy)-
(Cs) and which is upper semicontinuous. Let Ly : I x RY — R
be the value function defined by

L](T,x) :

to+p
/t A(taxxg,[,l7vu( ) .u'lavt )dt>/ (A(t()ax()nulvvtu)_z)dt
0 fo
0P pn
Ty =P
>/,0 2473
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/TT /Z/yj(’v”w,v(t)»yv 2) e (dy)vi(dz)dt},

where uy v (-) is the unique absolutely continuous solution
of the inclusion

sup inf
ve f”eif

e pv(t) = —A(t)uguv(t)+
] 8ttt 0.3 (d)Vi(d2) ae [5.7)
ueuv(t) =x€D(A(7)).

Let H(-,-,-) be the Hamiltonian on I x R? x R? given by
H(t,x,§) =
nf 20 (& [ [stexram@via)
wed () venl(z

+ [ [T xrmldyvid}+ (. ~Aw.

Then, L; is a viscosity supersolution of the Hamilton-Jacobi-
Bellman equation

L
ot

ie., forany ¢ € €' (I x RY) such that Ly — ¢ reaches a local
minimum at (tg,x9) € I x RY, we have

(t,x)+H(t,x,VL(t,x)) =0,

0
(T‘f(zo,x()) + H (10,0, V9 (10,0)) < 0.

Proof. We use the arguments of Theorem 3.4, with some
modifications. Assume by contradiction that there exist some
¢ € €'(I x R?) and a point (g, x9) € I x R for which

d
%(Zo,xO)—|—H(to,XQ,V(P(Io,xO)) > 1 for somen >0. (3.8)

As Ly — ¢ reaches a local minimum at (¢9,x¢), hence, applying
Lemma 3.5 to L; — ¢ and the integrand A defined on I x R¥ x
M) x ML(Z) b

At 0, v) = / / J(t,7,,2) e (dy)ve(d2) +
A

(V9(t.5), / | gexn2mldyvi(az)

8t (t X);
(t,x,u,v) € IXRIx AL (Y) x M1 (Z) gives p > 0 such that
sup min

to+p
J(t t d dz)dt
sup min { [ [ [ 10,50 00 v el i)

f

to+p aq)
+/m ot

1)%,8(t, Xy v (1),,2)) e (dy) Vi (dz)dt

(1, Xxg,u,v(2))dt
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+ /tl0+P <V¢(l,xx(),/4,v(t))a

0

—A)x5,0.v ())dr}
pn
2 )
where Xy, ;i v(-) is the unique absolutely continuous solution
of the problem

Xxg,pv (1) = —A(1)xxg v (1)
+./Z./Yg(t’xonu,v(t)mZ)uz(dy)vz(dZ)
Xy (o) = X0 € D(A(t0)),

the controls (1, v) belong to . x % and such that

>

Ly(t0,x0) — ¢(t0,X0) <

+ 0 (to+ P, Xxy g v (o +P)) — ¢ (10, %0) }-

We make use of the ¢! regularity of ¢ and the fact that
Xxg,i,v(-) is the solution of the dynamic, we clearly have

¢ (to+p,xenv(to+p)) —

to+p
¢ (t0,x0) / //
1 zJy

(VO x5, (1)) 8 (1 X1, (1), 3 2) ) (dy)] Vi (d2)Jdt

0P Jd¢
+‘/t0 at (t x)CO,[J, V(t))dt
to+p

+ (Vo (t,xx,m,v(t)), —A(t)xxmv(t))dt. (3.14)

fo

In view of (3.14), we may write (3.13) as follows

Ll(t0+p7xxo,[.l,V(t0+p)) - ¢(t0+p7-xx0,ﬂ,V(t0+p)) (310)

sup {

for all (u,v) € 5 x Z. Next, thanks to (3.10) and Theorem VE€Z

3.3 of dynamic programming, we know that
sup min

" dy)vi(d
J (2% 2
sup min [ [ [0, 500(0),2:2) () v ()l
L0+ Py 0+ )+ 010+ P e lt0 )

—¢(10,x0) @3.11)

Choose jiI € S such that

_LJ(IO+P7xx0,u,V(ZO+p)> < 0.

to+p
[ 9 0) .y vilaz)ar
(3.12)

sup min {

[1]
vex WEH

+Lj (10 + P, xxouv(fo+p))} .

= sup ([ [ [ 100003 D )

veZ Ji 31
+Ly(to+ P, Xxyav(to+pP))}-

We come back to (3.10) and (3.12), we get [4]

to+p

sup {
vey Jip

/ / J(t 5 v ()9, 2) s (dy) Ve (d2)dt
zZJY

[51

+L;(to +P,Xx07ﬁ,v(t0 +p))}

+ Sug{fp(fo+P7xxo,a.v(to+P))—fP(to,XO) 161
Ve

—Ly(to+p,x5,a.v(00+p))} <O0.
Then, it follows that

[71

8
0> sup{ (8]

veZ

to+p
too /Z/Y](t,xxo.ﬁ,v(l)7y7z)ﬂ;(dy)vt(dz)dt
(3.13)

48

This latter inequality leads to a contradiction with (3.9).

10+p

10+p
L [0 v amaym@as [ ]
o ZxY
<V¢(t7xx(),ﬁ,v(t))7g(t7xx()7[:l,v<t)7
't0+p

(VO(t,x5,av(1)),

¥,2)) e (dy)vi(dz)dt

+

T

to+p a¢
+/lo or

—A(t)xxO,p,v(t»dt

(t,Xx0,.v())dt} <0.

O
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