Oscillation condition for first order linear dynamic equations on time scales
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Abstract. In this paper, we deal with the first-order dynamic equations with nonmonotone arguments

\[ y^\Delta(\zeta) + \sum_{i=1}^{m} r_i(\zeta)y(\psi_i(\zeta)) = 0, \quad \zeta \in [\zeta_0, \infty)_T \]

where \( r_i \in C_{rd}([\zeta_0, \infty)_T, \mathbb{R}^+) \), \( \psi_i \in C_{rd}([\zeta_0, \infty)_T, T) \) and \( \psi_i(\zeta) \leq \zeta \), \( \lim_{\zeta \to \infty} \psi_i(\zeta) = \infty \) for \( 1 \leq i \leq m \). Also, we present a new sufficient condition for the oscillation of delay dynamic equations on time scales. Finally, we give an example illustrating the result.
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1. Introduction and Background

We consider the delay dynamic equation with several delays which are not necessarily monotone

\[ y^\Delta(\zeta) + \sum_{i=1}^{m} r_i(\zeta)y(\psi_i(\zeta)) = 0, \quad \zeta \in [\zeta_0, \infty)_T, \]

where \( T \) is a time scale unbounded above with \( \zeta_0 \in T \), \( r_i \in C_{rd}([\zeta_0, \infty)_T, \mathbb{R}^+) \), \( \psi_i \in C_{rd}([\zeta_0, \infty)_T, T) \) do not have to be monotone for \( 1 \leq i \leq m \) such that

\[ \psi_i(\zeta) \leq \zeta \text{ for all } \zeta \in T, \lim_{\zeta \to \infty} \psi_i(\zeta) = \infty. \]

First of all, we would like to remind some basic concepts about time scales calculus. A function \( r : T \to \mathbb{R} \) is said to be positively regressive (it means that \( r \in \mathbb{R}^+ \)) if it is rd-continuous and satisfies \( 1 + \mu(\zeta)r(\zeta) > 0 \) for all \( \zeta \in T \), where \( \mu : T \to \mathbb{R}^+_0 \) is the graininess function defined by \( \mu(\zeta) := \sigma(\zeta) - \zeta \) with the forward jump operator \( \sigma : T \to T \) defined with the help of \( \sigma := \inf\{s \in T : s > \zeta \} \) for \( \zeta \in T \). If \( \sigma(\zeta) = \zeta \) or \( \mu(\zeta) = 0 \), a point \( \zeta \in T \) is said to be right-dense, otherwise it is right-scattered.
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A function \( y : T \to \mathbb{R} \) is called a solution of (1.1), if \( y(\zeta) \) is delta differentiable for \( \zeta \in T^\kappa \) and satisfies (1.1) for \( \zeta \in T^\kappa \). It is called that a solution \( y \) of (1.1) has a generalized zero at \( \zeta \) if \( y(\zeta) = 0 \) or if \( \mu(\zeta) > 0 \) and \( y(\zeta)y(\sigma(\zeta)) < 0 \). Let \( \sup T = \infty \) and then a nontrivial solution \( y \) of (1.1) is called oscillatory on \( [\zeta, \infty) \) if it has arbitrarily large generalized zeros in \( [\zeta, \infty) \). Also, we refer to book of Bohner and Peterson [2,3] for more detailed information.

For \( m = 1 \), we have the following equation which is the form of (1.1) with single delay.

\[
y^\Delta(\zeta) + r(\zeta) y(\psi(\zeta)) = 0, \quad \zeta \in [\zeta_0, \infty)_T.
\]

(1.3)

Recently, there has been remarkable interest for the oscillatory solutions of this equation. See [1-21] and the references cited therein. Concerning Eq. (1.3) which have monotone arguments, see also Zhang and Deng [20], Bohner [4], Zhang et al. [21], Şahiner and Stavroulakis [19], Agarwal and Bohner [1], and Karpuz and Ócalan [9]. As you seen, many articles have been dedicated to the equations which have monotone terms, but a few is related with the more general case of nonmonotone delay terms. Now, we mention the results which contain delay arguments which are not necessarily monotone.

Suppose that \( \psi(\zeta) \) does not have to be monotone and

\[
\vartheta(\zeta) = \sup_{s \leq \zeta} \psi(s), \quad \zeta \in T, \ \zeta \geq 0.
\]

(1.4)

Obviously, \( \vartheta(\zeta) \) is nondecreasing and \( \psi(\zeta) \leq \vartheta(\zeta) \) for all \( \zeta \geq 0 \).

In 2017, Ócalan et al. [16] found out the result given below. If

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} r(s) \Delta s > 1,
\]

(1.5)

where \( \vartheta(\zeta) \) is defined by (1.4), then all solutions of (1.3) oscillate. In 2020, Ócalan [17] obtained the following criteria. If \( -r \in \mathbb{R}^+ \) and

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \frac{r(s)}{e_{-r}(\vartheta(\zeta), \psi(\zeta))} \Delta s > 1
\]

(1.6)

or

\[
\liminf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} \frac{r(s)}{e_{-r}(\vartheta(s), \psi(s))} \Delta s > \frac{1}{e},
\]

(1.7)

where \( \vartheta(\zeta) \) is defined by (1.4),

\[
e_{-\lambda r}(\zeta, \psi(\zeta)) = \exp \left\{ \int_{\psi(\zeta)}^{\zeta} \xi_{\mu(s)}(-\lambda r(s)) \Delta s \right\}
\]

and

\[
\xi_h(z) = \begin{cases} \frac{1}{n} \log(1 + h z) \quad & \text{if } h \neq 0 \\ z \quad & \text{if } h = 0 \end{cases},
\]

then all solutions of equation (1.3) oscillate. Also, (1.7) implies that the following condition. If

\[
\liminf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} r(s) \Delta s > \frac{1}{e},
\]

(1.8)
Oscillatory solution

where \( \vartheta(\zeta) \) is given with (1.4), then all solutions of (1.3) oscillate.

Eventually, Öcalan [18] presented the following result.

Let

\[
\bar{\alpha} := \liminf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} r(s) \Delta s. 
\]

(1.9)

If \( -r \in \mathbb{R}^+ \), \( 0 \leq \bar{\alpha} \leq \frac{1}{e} \) and

\[
\limsup_{t \to \infty} \sigma(\zeta) \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \frac{r(s)}{e^{-\vartheta(\zeta, \psi(s))}} \Delta s > 1 - \frac{1 - \bar{\alpha} - \sqrt{1 - 2\bar{\alpha} - (\bar{\alpha})^2}}{2},
\]

(1.10)

where \( \vartheta(\zeta) \) and \( \bar{\alpha} \) are defined by (1.4) and (1.9), resp., then every solution of (1.3) is oscillatory.

Kılıç and Öcalan [12] obtained the following criteria which are the first results for (1.1) with several nonmonotone arguments.

Set \( \psi_i(\zeta) \) are not necessarily monotone for \( 1 \leq i \leq m \) and

\[
\vartheta_i(\zeta) = \sup_{s \leq \zeta} \{ \psi_i(s) \} \text{ and } \vartheta(\zeta) = \max_{1 \leq i \leq m} \{ \vartheta_i(\zeta) \}, \zeta \in \mathbb{T}, \zeta \geq 0. 
\]

(1.11)

Obviously, \( \vartheta_i(\zeta) \) are nondecreasing and \( \psi_i(\zeta) \leq \vartheta_i(\zeta) \leq \vartheta(\zeta) \) for all \( \zeta \geq 0 \) and \( 1 \leq i \leq m \).

Theorem A: Suppose that \( -\sum_{i=1}^{m} r_i \in \mathbb{R}^+ \) and (1.11) holds. If

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\zeta} \sum_{i=1}^{m} r_i(s) \Delta s > 1
\]

(1.12)

or

\[
\liminf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} \sum_{i=1}^{m} r_i(s) \Delta s > \frac{1}{e},
\]

(1.13)

where \( \psi(\zeta) = \max_{1 \leq i \leq m} \{ \psi_i(\zeta) \} \), then every solution of (1.1) oscillates.

Further assume that

\[
\alpha := \liminf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} \sum_{i=1}^{m} r_i(s) \Delta s.
\]

(1.14)

Theorem B: Suppose that \( -\sum_{i=1}^{m} r_i \in \mathbb{R}^+ \) and \( 0 \leq \alpha \leq \frac{1}{e} \). If

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\zeta} \sum_{i=1}^{m} r_i(s) \Delta s > 1 - \frac{1 - \alpha - \sqrt{1 - 2\alpha - (\alpha)^2}}{2},
\]

(1.15)

then every solution of (1.1) oscillates.

Lately, Öcalan and Kılıç [13] established the following results for (1.1).
Theorem C: Suppose that \(-\sum_{i=1}^{m} r_i \in \mathbb{R}^+\), (1.2) and (1.11) hold. If

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} \frac{r_i(s)}{e - \sum_{j=1}^{m} r_j} \left( \vartheta(\zeta), \psi_i(s) \right) \Delta s > 1
\]

or

\[
\liminf_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\zeta} \sum_{i=1}^{m} \frac{r_i(s)}{e - \sum_{j=1}^{m} r_j} \left( \vartheta(s), \psi_i(s) \right) \Delta s > \frac{1}{e},
\]

where \(\psi(\zeta) = \max_{1 \leq i \leq m} \{ \psi_i(\zeta) \}\), then all solutions of (1.1) are oscillatory.

Although dynamic equations with several arguments are more comprehensive than dynamic equations with one delay, there are not many studies on this subject. So, in this article, we are interested in studying the oscillatory behavior of first order dynamic equations with several delays on time scale. We present one criterion to check the oscillation of (1.1). Our result is an extension and complement to some results published in the literature.

2. Main Results

In this section, we introduce a new sufficient condition for the oscillatory solutions of (1.1) when the arguments \(\psi_i(\zeta)\) do not have to be monotone for \(1 \leq i \leq m\) and \(0 < \alpha \leq \frac{1}{e}\). The following lemmas will be useful to obtain our main result.

The lemma given below can be easily obtained from [4].

Lemma 2.1. Let \(-\sum_{i=1}^{m} r_i \in \mathbb{R}^+\). If

\[
y^\Delta(\zeta) + y(\zeta) \sum_{i=1}^{m} r_i(\zeta) \leq 0,
\]

then

\[
y(\zeta) \leq e^{-\sum_{j=1}^{m} r_j} (\zeta, s) y(s) \text{ for all } \zeta \geq s, s, \zeta \in \mathbb{T}.
\]

The result given below can be easily produced by applying a nearly same procedure to [21, Lemma 2.4] when the case \(\psi_i(\zeta)\) do not have to be monotone for \(1 \leq i \leq m\). Therefore, the proof of this lemma is not presented here.

Lemma 2.2. Suppose that \(\psi_i(\zeta)\) are not necessarily monotone for \(1 \leq i \leq m\). Let \(0 \leq \alpha \leq \frac{1}{e}\) and \(y(\zeta)\) be an eventually positive solution of (1.1). Then, we have

\[
\liminf_{\zeta \to \infty} \frac{y(\sigma(\zeta))}{y(\vartheta(\zeta))} \geq \frac{1 - \alpha - \sqrt{1 - 2\alpha - \alpha^2}}{2},
\]

where \(\psi(\zeta) = \max_{1 \leq i \leq m} \{ \psi_i(\zeta) \}\), \(\vartheta(\zeta)\) and \(\alpha\) are defined by (1.11) and (1.14) respectively.

Theorem 2.3. Assume that \(-\sum_{i=1}^{m} r_i \in \mathbb{R}^+\), (1.2) holds and

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} \frac{r_i(s)}{e - \sum_{j=1}^{m} r_j} \left( \vartheta(\zeta), \psi_i(s) \right) \Delta s > 1 - \frac{1 - \alpha - \sqrt{1 - 2\alpha - \alpha^2}}{2},
\]
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where \( \vartheta(\zeta) \) and \( \alpha \) are defined by (1.11) and (1.14) resp., then all solutions of (1.1) oscillatory.

**Proof.** Assume, for the sake of contradiction, that there exists an eventually positive solution \( y(\zeta) \) of (1.1). If \( y(\zeta) \) is an eventually negative solution of (1.1), the proof of the theorem can be done similarly. Then there exists \( \zeta_1 > \zeta_0 \) such that \( y(\zeta), y(\psi_1(\zeta)), y(\psi(\zeta)), y(\vartheta(\zeta)) > 0 \) for all \( \zeta \geq \zeta_1 \) and \( 1 \leq i \leq m \). So, using (1.1) we obtain

\[
y^\Delta(\zeta) = - \sum_{i=1}^{m} r_i(\zeta)y(\psi_i(\zeta)) \leq 0 \quad \text{for all } \zeta \geq \zeta_1.
\]

which implies that \( y(\zeta) \) is an eventually nonincreasing function. From this fact and taking into account that \( \psi_1(\zeta) \leq \vartheta_i(\zeta) \leq \zeta \) for \( 1 \leq i \leq m \), (1.1) gives

\[
y^\Delta(\zeta) + y(\zeta) \sum_{i=1}^{m} r_i(\zeta) \leq 0, \quad \zeta \geq \zeta_1
\]

and then, we obtain the below expression from Lemma 2.1.

\[
y(\vartheta(\zeta)) \leq e^{-\sum_{i=1}^{m} r_i(s)}(\vartheta(\zeta), \psi_i(s)) y(\psi_i(s)) \text{ for all } \vartheta(\zeta) \geq \psi_i(s).
\] (2.5)

On the other hand, integrating (1.1) from \( \vartheta(\zeta) \) to \( \sigma(\zeta) \) and with the help of (2.5), we have

\[
y(\sigma(\zeta)) - y(\vartheta(\zeta)) + \int_{\vartheta(\zeta)}^{\sigma(\zeta)} y(\vartheta(\zeta)) \sum_{i=1}^{m} r_i(s) \Delta s = 0
\]

or

\[
\int_{\vartheta(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} e^{-\sum_{j=1}^{m} r_j} (\vartheta(\zeta), \psi_i(s)) \Delta s \leq 1 - \frac{y(\sigma(\zeta))}{y(\vartheta(\zeta))}.
\] (2.6)

Consequently, from (2.6) we obtain

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} e^{-\sum_{j=1}^{m} r_j} (\vartheta(\zeta), \psi_i(s)) \Delta s \leq 1 - \liminf_{\zeta \to \infty} \frac{y(\sigma(\zeta))}{y(\vartheta(\zeta))}
\] (2.7)

and from (2.2) the last inequality turns into

\[
\limsup_{\zeta \to \infty} \int_{\vartheta(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} e^{-\sum_{j=1}^{m} r_j} (\vartheta(\zeta), \psi_i(s)) \Delta s \leq 1 - \frac{1 - \alpha - \sqrt{1 - 2\alpha - \alpha^2}}{2},
\]

which contradicts to (2.3) and this completes the proof.

\[\blacksquare\]
Example 2.4. Let $m = 2$ and $\mathbb{T} = 3\mathbb{Z} = \{3k : k \in \mathbb{Z}\}$. Then, we get for $\zeta \in \mathbb{T}$

$$\sigma(\zeta) = \zeta + 3, \quad \mu(\zeta) = 3 \quad \text{and} \quad y^A(\zeta) = \frac{y(\zeta + 3) - y(\zeta)}{3}.$$ 

So, (1.1) becomes

$$\frac{y(\zeta + 3) - y(\zeta)}{3} + r_1(\zeta)g(\psi_1(\zeta)) + r_2(\zeta)g(\psi_2(\zeta)) = 0, \quad \zeta \in \{3k : k \in \mathbb{Z}\}.$$

Let $\psi_1(\zeta) = \zeta - 3$, $\psi_2(\zeta) = \zeta - 6$, then $\psi(\zeta) = \max_{1 \leq i \leq m} \{\psi_i(\zeta)\} = \psi_1(\zeta) = \zeta - 3$. Since $1 \leq i \leq m$, $r_i(\zeta) \in \{3k : k \in \mathbb{Z}\}$, we suppose that

$$r_1(3\zeta) = 0.09, \quad r_1(3\zeta + 3) = 0.07 \quad \text{and} \quad r_2(\zeta) = 0.03 \quad \zeta = 0, 3, 6, \ldots .$$

If $\mathbb{T} = h\mathbb{Z}$, from Theorem 1.79 [2], we know the formula given below.

$$\int_a^b f(t) \Delta t = \sum_{k=\frac{a}{h}}^{\frac{b-1}{h}} f(\theta \zeta) h \quad \text{for} \quad a < b. \quad (2.8)$$

Then, by using (2.8) we obtain that for $1 \leq i \leq m$, $r_i(\zeta)$, $\psi(\zeta) \in \{3k : k \in \mathbb{Z}\}$

$$\alpha : = \lim \inf_{\zeta \to \infty} \int_{\psi(\zeta)}^{\zeta} \sum_{i=1}^{m} r_i(s) \Delta s = \lim \inf_{\zeta \to \infty} \sum_{j=\frac{\zeta-3}{3}}^{\frac{\zeta-1}{3}} \sum_{i=1}^{2} 3r_i(3j) $$

$$= \lim \inf_{\zeta \to \infty} \sum_{j=\frac{\zeta-3}{3}}^{\frac{\zeta-1}{3}} 3(r_1(3j) + r_2(3j)) = \lim \inf_{\zeta \to \infty} 3(r_1(\zeta - 3) + r_2(\zeta - 3))$$

$$= 0.36 < \frac{1}{e}$$

and

$$M : = \lim \sup_{\zeta \to \infty} \int_{\psi(\zeta)}^{\sigma(\zeta)} \sum_{i=1}^{m} e^{-\sum_{j=1}^{r_i(3k)}} \Delta s = \lim \sup_{\zeta \to \infty} \sum_{k=\frac{\sigma(\zeta)-1}{3}}^{\frac{\sigma(\zeta)-2}{3}} \sum_{i=1}^{2} \frac{3r_i(3k)}{e^{-\sum_{j=1}^{r_i(3k)}}} (\vartheta(\zeta), \psi_i(3k))$$

$$= \lim \sup \sum_{k=\frac{\zeta-3}{3}}^{\frac{\zeta-1}{3}} \left[ \frac{3r_1(3k)}{e^{-\sum_{j=1}^{r_1(3k)}} (\vartheta(\zeta), \psi_1(3k))} + \frac{3r_2(3k)}{e^{-\sum_{j=1}^{r_2(3k)}} (\vartheta(\zeta), \psi_2(3k))} \right].$$
Now, we obtain that

\[
e^{-r(\vartheta(\zeta), \psi_1(3k))} = \exp \left\{ \int_{\psi_1(3k)}^{\varphi(\zeta)} - \int_{\psi_1(3k)}^{\varphi(\zeta)} \sum_{j=1}^{m} (-r_j(u)) \Delta u \right\} = \exp \left\{ \int_{\psi_1(3k)}^{\varphi(\zeta)} (-r_1(u) + r_2(u)) \Delta u \right\}
\]

\[
= \exp \left\{ \frac{\sigma(\zeta) - 1}{\sum_{j=1}^{m} \frac{3 \log (1 - \mu(3i)(r_1(3i) + r_2(3i)))}{\mu(3i)}} \right\}
\]

\[
= \exp \left\{ \frac{\sigma(\zeta) - 1}{\sum_{j=1}^{m} \log (1 - 3(r_1(3i) + r_2(3i)))} \right\}
\]

\[
= \exp \left\{ \log \left( \prod_{i=\psi_1(3k)}^{\varphi(\zeta)} (1 - 3(r_1(3i) + r_2(3i))) \right) \right\} = \prod_{i=\psi_1(3k)}^{\varphi(\zeta)} (1 - 3(r_1(3i) + r_2(3i)))
\]

and

\[
e^{-r(\vartheta(\zeta), \psi_2(3k))} = \exp \left\{ \int_{\psi_2(3k)}^{\varphi(\zeta)} - \int_{\psi_2(3k)}^{\varphi(\zeta)} \sum_{j=1}^{m} (-r_j(u)) \Delta u \right\} = \exp \left\{ \int_{\psi_2(3k)}^{\varphi(\zeta)} (-r_1(u) + r_2(u)) \Delta u \right\}
\]

\[
= \exp \left\{ \frac{\sigma(\zeta) - 1}{\sum_{j=1}^{m} \frac{3 \log (1 - \mu(3i)(r_1(3i) + r_2(3i)))}{\mu(3i)}} \right\}
\]

\[
= \exp \left\{ \frac{\sigma(\zeta) - 1}{\sum_{j=1}^{m} \log (1 - 3(r_1(3i) + r_2(3i)))} \right\}
\]

\[
= \exp \left\{ \log \left( \prod_{i=\psi_2(3k)}^{\varphi(\zeta)} (1 - 3(r_1(3i) + r_2(3i))) \right) \right\} = \prod_{i=\psi_2(3k)}^{\varphi(\zeta)} (1 - 3(r_1(3i) + r_2(3i)))
\]

Then,

\[
\int_{\varphi(\zeta)}^{\sigma(\zeta)} \frac{r_1(s)}{e^{-r_1(s)}} \Delta s = \sum_{k=\frac{\sigma(\zeta)}{3}}^{\frac{\sigma(\zeta)}{3} - 1} \frac{3 \sum_{j=1}^{3k} \frac{r_1(3j)}{\vartheta(\zeta), \psi_1(3k)}}{\sum_{j=1}^{3k} \frac{r_1(3j)}{\vartheta(\zeta), \psi_1(3k)}}
\]

\[
= \sum_{j=\psi_1(3k)}^{\psi_1(3k)} \frac{3r_1(3j)}{\prod_{i=\psi_1(3k)}^{\varphi(\zeta)} (1 - 3(r_1(3i) + r_2(3i)))}
\]

\[
= \sum_{j=\psi_1(3k)}^{\varphi(\zeta)} \frac{3r_1(3j)}{\prod_{i=j-1}^{j} (1 - 3(r_1(3i) + r_2(3i)))}
\]

\[
= 3r_1(\zeta - 3) \frac{1}{(1 - 3(r_1(\zeta - 6) + r_2(\zeta - 6))) + 3r_1(\zeta)}
\]

\[
\cong 0.42187 + 0.21
\]
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and

\[
\int_{\varphi(\zeta)}^{\sigma(\zeta)} \frac{r_2(s)}{(\vartheta(s), \psi_2(s))} \Delta s = \frac{3^{(\zeta - 1)} - 1}{2^{(\zeta - 1)}} \sum_{k=1}^{m} e^{-\sum_{j=1}^{m} r_j} \frac{3r_2(3k)}{(\vartheta(3k), \psi_2(3k))}
\]

\[
= \sum_{j=1}^{m} r_2(3j) \prod_{i=\varphi(2(3j))}^{\varphi(3(3j))} \frac{1}{1 - 3(r_1(3i) + r_2(3i))}
\]

\[
\approx 0.219726 + 0.14062
\]

Thus, we have

\[
M := \limsup_{\zeta \to \infty} \int_{\varphi(\zeta)}^{\sigma(\zeta)} \frac{r_1(s)}{(\vartheta(s), \psi_1(s))} \Delta s
\]

\[
= \limsup_{t \to \infty} \left[ \int_{\varphi(\zeta)}^{\sigma(\zeta)} \frac{r_1(s)}{(\vartheta(s), \psi_1(s))} \Delta s + \int_{\varphi(\zeta)}^{\sigma(\zeta)} \frac{r_2(s)}{(\vartheta(s), \psi_2(s))} \Delta s \right]
\]

and

\[
M \approx 0.992216 \neq 1
\]

implies that (1.16) fails. However, since

\[
M \approx 0.992216 > 1 - \frac{1 - 0.36 - \sqrt{1 - 2(0.36) - (0.36)^2}}{2} \approx 0.87391,
\]

which means that all solutions of this equation oscillate by Theorem 2.3. As you can see above, all results which are obtained in literature before can’t hold. But, our new oscillation condition holds.
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