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Abstract. Discretization of a continuous-time system of differential equations becomes inevitable due to the lack of analytical
solutions. Standard discretization techniques, however, have many things that could be improved, e.g., the positivity of the
solution and dynamic consistency may be lost, and stability and convergence may depend on the step length. A nonstandard
finite difference (NSFD) scheme is sometimes used to avoid inconsistencies. There are two fundamental issues regarding
the construction of NSFD models. First, how to construct the denominator function of the discrete first-order derivative?
Second, how to discretize the nonlinear terms of a given differential equation with nonlocal terms? We define here a uniform
technique for nonlocal discretization and construction of denominator function for NSFD models. We have discretized a
couple of highly nonlinear continuous-time population models using these consistent rules. We give analytical proof in each
case to show that the proposed NSFD model has identical dynamic properties to the continuous-time model. It is also shown
that each NSFD system is positively invariant, and its dynamics do not depend on the step size. Numerical experiments have
also been performed in favour of such claims.
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1. Introduction

Nonlinear systems of ordinary differential equations are frequently used to unveil the underlying dynamics
of physical, chemical and biological phenomena. In most cases, it becomes impossible to find the analytical
solution of the system in a compact form. For this, the need for a numerical solution arises for which
discretization of the continuous-time model is essential. Standard finite difference schemes, such as the Euler
method, Runge-Kutta method etc., are commonly used discretization techniques for numerical solutions of both
ordinary and partial differential equations [1–3]. However, there are significant drawbacks to these widely used
discretization methods. First, the behaviours of standard finite difference schemes strictly depend on the step
size and therefore, such schemes exhibit step-size dependent instability [4]. For example, the simple logistic
equation in the continuous system and its corresponding Euler discrete equation are represented, respectively, by

ẋ = x(1− x), x(0) = x0 > 0, (1.1)

xt+1 = xt + hxt(1− xt), x0 > 0, (1.2)

where h > 0 is the step-size. It is easy to show that the nontrivial fixed point x = 1 of the continuous system
(1.1) is always stable. Still, for the discrete system (1.2), stability holds for h < 2 only and unstable if h > 2. The
bifurcation diagram (Figure 1) of the system (1.2) with step-size h as the bifurcation parameter shows period-
doubling bifurcation, leading to chaos [5]. Thus, the dynamics of the Euler discrete model (1.2) depend on the
step size and exhibits spurious behaviours which are not observed in the corresponding continuous system (1.1).

Figure 1: Bifurcation diagram of the discrete model (1.2) with respect to the step-size (h). The fixed point x = 1 is stable for h < 2 and
unstable for h > 2. Chaos exists through period-doubling bifurcation for higher values of h, indicating a strong dependency on the step size.

Secondly, the positivity of the solutions of the discrete system may not be preserved for all step-size. For
example, consider the continuous system

ẋ = −x, x(0) = x0 > 0. (1.3)

The solution of this equation x(t) = x0e
−t is always positive and monotonically converges to zero. However,

the solution xt = (1− h)tx0 of the corresponding Euler discrete system

xt+1 = (1− h)xt, h > 0, h ̸= 1, (1.4)

is not always positive but may be negative also depending on the step size. In fact, the solution remains positive
for 0 < h < 1, ∀t ≥ 0 and becomes alternatively positive and negative for h > 1 and t ≥ 0 (Figure 2). In the
latter case, all solutions having positive initial value converge to the fixed point x = 0 for any positive step-size
h < 2. More precisely, solutions show oscillatory (taking positive and negative values in consecutive iterations)
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convergence for 1 < h < 2 and oscillatory divergence for h > 2. Thus, huge differences exist in the dynamic
behaviour between a continuous system and its corresponding discrete system. Any discrete system that permits
negative solutions is supposed to show spurious dynamics, like bifurcation and chaos [2, 6, 7].
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Figure 2: (a) Solution of the continuous model (1.3) converges exponentially to zero. Similar solutions of the Euler discrete system (1.4) are
presented in Figure 2b-Figure 2d for different values of step-size. It shows different behaviours: (b) monotonic convergence for h = 0.2, (c)
oscillatory convergence for h = 1.5 and (d) oscillatory divergence for h = 2.2.

One technique for avoiding such dynamic inconsistency is the nonstandard finite difference (NSFD) scheme
introduced by Mickens [4, 5, 8] during 1989 − 1991 and has been shown to have identical dynamics with its
corresponding continuous model with zero truncation error [9]. It has also been shown that the dynamics of an
NSFD discrete model are entirely independent of step size and do not produce spurious dynamics [5]. In the
last few years, nonstandard methods have been successfully applied to various mathematical models in science
and engineering [10–23] mainly because its solution does not depend on the step-size, maintains positivity and
converges rapidly.

One of the most critical tasks in the NSFD scheme is to discretize the continuous system with nonlocal
discrete terms [24–26]. For example, in a nonstandard finite difference scheme, the first derivative has to be
discretized as dx

dt ≈ xk+1−xk

ϕ(h) , h = △t, where ϕ(h) is a real, positive and monotonic function of the step-size (h),
satisfying the condition ϕ(h) = h + O(h2); and/or both the linear and nonlinear terms have to be represented
nonlocally on the discrete computational lattice [5, 24, 26], e.g., x = 2x − x ≈ 2xk − xk+1, x2 ≈ xkxk+1,
x3 ≈ 2x3k − x2kxk+1. Unfortunately, there is no general rule for constructing the denominator function as well
as discretizing the nonlinear terms [5, 26]. In fact, one can construct different schemes for a given continuous-
time model, but several of them can fail to converge and give desired results [27]. Some techniques for nonlocal
discretization are given in [5, 26], and a methodology for calculating the form of the denominator function for
the positive system is prescribed in [28]. Particular forms of the denominator function have been defined for
continuous-time population models, where the total population is either constant (i.e., the system of differential
equations can be expressed as dL

dt = 0, where L is the total population) or where total population asymptotically
reaches to a constant value (i.e., the system can be expressed in the form dL

dt = b− dL, where b, d are constants).
In the first case, we have to consider any equation of the given continuous system, where the first-order derivative
has to be discretized by the Euler-forward method, and appropriate nonlocal approximations have to be given in
the right-hand side of the equation so that positivity of the discrete system holds. Then rearrange this discrete
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equation as (k + 1)-th time step dependent variable in terms of all k-th time step dependent variables. Thus if
any term of the form (1 + αh) occurs in the newly formed discrete equation, where α is composed of one or
more system parameters and h is the step size, then the denominator function will be ϕ(h) = eαh−1

α . If, however,
α = 0 then the denominator function can be taken as ϕ(h) = h (see pp. 677 in [28]). The denominator function
for other equations of the system will be the same. In the second case, the denominator function has to be written
as ϕ(h) = edh−1

d . The denominator function will also be the same for all equations of this considered system
[28, 29]. In other types of system equations, the denominator functions will be different for each equation of the
continuous system, and these denominator functions can be obtained by doing the same steps as mentioned in the
case of the conservative system [28]. We show that such a predetermined form of denominator function may not
work for higher dimensional systems. Instead of considering a predetermined denominator function, it is better
to choose a denominator function from the stability condition of the system. Here we also define some uniform
rules for the nonlocal discretization of a continuous system to preserve the positivity and dynamic consistency
of the discrete system with its continuous mother system. Several highly nonlinear systems from population
biology have been considered to demonstrate the application of prescribed rules. In each example, we prove that
the proposed NSFD models are positive for all step-size and dynamically consistent.

2. Nonlocal discretization techniques

One of the essential tasks in the NSFD method is the nonlocal representation of linear and nonlinear terms
that appear in the differential equation. The primary goal of such discretization is to maintain the positivity of
the constructed discrete system and to preserve the dynamics of the continuous system. We will demonstrate
the nonlocal discretization technique with a two-dimension system for simplicity. The method, however, can be
extended to any higher dimensional system of first-order difference equations.

Consider a two-dimensional continuous system of first-order differential equations:

dx

dt
= f(x, y),

dy

dt
= g(x, y),

(2.1)

where f and g are C1 functions. The following techniques may be adopted for dynamic preserving nonlocal
discretization.

(R1) If in the first equation of (2.1), there is any constant term (say, α) with a negative (or positive) sign, then it
would be discretized as −αxn+1

xn
(or α).

(R2) If there is any linear term with a negative sign in the first equation, e.g., −ax, a being a positive constant,
then it would be discretized as −axn+1 to keep the positivity for xn+1. However, if the sign is positive, it
would be discretized as axn.

(R3) For any higher degree term with a negative sign involving the first variable x only, e.g., −axm(m > 1), the
nonlocal approximation would be −axn+1x

m−1
n . On the contrary, if the higher degree term appears with

a positive sign, it would be expressed as axmn .

(R4) If there is any product term containing first variable x and second variable y of the form −axy (or axy) in
the first equation, then it would be discretized by −axn+1yn (or axnyn).

(R5) If any function ϕ(y) of the second variable appears alone (i.e., without involving the first variable x) in
the first equation, then it will be discretized as xn+1ϕ(yn)

xn
(or ϕ(yn)) if there is a negative (or positive) sign

before ϕ(y).

4



Positivity and dynamics preserving discretization schemes for nonlinear evolution equations

(R6) In the first equation, the second variable y will always be discretized by yn and can’t be yn+1 as we have to
maintain a sequential form of calculation for using the initial condition. This rule is also valid for all other
variables except the first one.

(R7) Similar terms appearing in different equations must be discretized similarly. For example, if the first
equation contains the term axy and the second equation also contains axy then it will be replaced by axnyn
in both the equations. However, if the first equation contains −axy and the second equation contains axy,
then the nonlocal discretization will be −axn+1yn and axn+1yn, respectively. If the term in the second
equation is also negative, i.e., −axy, it would be discretized as −axn+1yn+1. Note that yn has to be
changed by yn+1 as the term is placed in the second equation, and there is a negative sign before it,
following (R2). Also, xn in this term has to be expressed as xn+1 because it was written in the first
equation. These rules are also applicable in discretizing other nonlinear terms.

(R8) For any rational function of the form F (x,y)
G(x,y) (G ̸= 0), then the denominator function G(x, y) will be

replaced by G(xn, yn) and the numerator function F (x, y) will be discretized by the techniques prescribed
in (R1) to (R7).

These rules are not unique, and one can find different nonlocal discretizations to construct an NSFD model for
a given continuous system. What we have tried here is to define some uniform rules that one can follow while
using the NSFD scheme of discretization. We here apply these rules to construct various NSFD models from their
respective highly nonlinear continuous population models and show that they are dynamically consistent and the
dynamics of these discrete systems are independent of the step size.

2.1. Example 1: Continuous-time epidemic model

Fayeldi et al. [30] have studied the following SIR (susceptible-infective-recovered) epidemic model with
constant birth and nonmonotonic incidence rate:

dS

dt
= b− dS − kSI

1 + αI2
,

dI

dt
=

kSI

1 + αI2
− (d+ µ)I ,

dR

dt
= µI − dR,

(2.2)

where S, I andR denote the numbers of susceptible, infective and recovered individuals at time t. The parameters
b and d represent, respectively, the recruitment and natural death rates of the host population; µ is the natural
recovery rate of the infected individuals. The term kSI

1+αI2 is the nonmonotone incidence rate, where k is the
disease transmission coefficient and α measures the inhibitory effect. Further description of the model can be
seen in [30, 31].

Stability results of the continuous-time epidemic model

The model (2.2) has been analyzed in [30]. It has two equilibrium points, viz., the disease-free equilibrium
point E1 =

(
b
d
, 0, 0

)
and the interior fixed point E∗ = (S∗, I∗, R∗), where S∗ = 1

d{b − (d + µ)I∗}, I∗ =
−k+

√
k2−4d2α(1−R0)

2αd and R∗ = µI∗

d , where R0 = bk
d(d+µ) . Stability results of the equilibrium points are stated

in the following theorems.

Theorem 2.1. The continuous system (2.2) is locally asymptotically stable around the fixed point E1 if R0 < 1,
and it is stable around the fixed point E∗ if R0 > 1.

We now use the nonlocal discretization techniques (R1) to (R8) for the construction of the NSFD model
corresponding to the continuous-time model (2.2).
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Construction of NSFD model and its analysis

The first-order derivative dS
dt will be replaced by Sn+1−Sn

ϕ1(h)
, where ϕ1(h) > 0 and can be expressed as ϕ1(h) =

h + O(h2). The constant term on the right-hand side will be left unaltered following (R1) because its sign is
positive. Observe that S appears in the first equation of system (2.2) with a negative sign, indicating that it has to
be replaced by Sn+1, following (R2). The nonlinear term SI

1+αI2 is present in both the first and second equations
of system (2.2) with opposite signs. The negative sign of this term in the first equation indicates that we have to
replace it by Sn+1In

1+αI2n
, following (R7) & (R8). Note that we can not replace In by In+1 in the first equation because

the sequential order will be lost. Similarly, the linear term I , which appears in the second and third equations
of system (2.2) with opposite signs, has to be replaced by In+1, following (R2) and (R7). Also, to hold the
positivity condition, the negative term −dR in the third equation of system (2.2) has to be replaced by −dRn+1,
following (R2). Based on these nonlocal discretizations, we obtain the following discrete system corresponding
to continuous system (2.2):

Sn+1 − Sn
ϕ1(h)

= b− dSn+1 −
kSn+1In
1 + αI2n

,

In+1 − In
ϕ2(h)

=
kSn+1In
1 + αI2n

− (d+ µ)In+1,

Rn+1 −Rn
ϕ3(h)

= µIn+1 − dRn+1,

(2.3)

where ϕi(h), i = 1, 2, 3, are denominator functions such that ϕi(h) > 0 and ϕi(h) = h + O(h2). After
rearranging, one have

Sn+1 =
Sn + bϕ1(h)

1 + ϕ1(h)
(
d+ kIn

1+αI2n

) ,
In+1 =

In

(
1 + ϕ2(h)kSn+1

1+αI2n

)
1 + ϕ2(h)(d+ µ)

,

Rn+1 =
Rn + ϕ3(h)µIn+1

1 + ϕ3(h)d
.

(2.4)

It is to be noted that all terms in the right-hand side of (2.4) are positive and therefore Sn > 0, In > 0, Rn > 0,

for all n and any value of the step-size h when initial values are positive.
Next, we show that the fixed points of the discrete system (2.4) are the same as in the continuous system (2.2)

and their linear stability properties are also the same. Equilibrium points or fixed points of (2.4) are determined by
substituting Sn+1 = Sn, In+1 = In, Rn+1 = Rn in (2.4) and then solving the following simultaneous equations
for Sn, In, Rn:

Sn =
Sn + bϕ1(h)

1 + ϕ1(h)
(
d+ kIn

1+αI2n

) ,
In =

In

(
1 + ϕ2(h)kSn

1+αI2n

)
1 + ϕ2(h)(d+ µ)

,

Rn =
Rn + ϕ3(h)µIn
1 + ϕ3(h)d

.

On simplifications, one can obtain the same equilibrium points E1 and E∗ as in the continuous case. The
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variational matrix at any arbitrary fixed point (S, I,R) of (2.4) is given by

J(S, I,R) =

 a11 a12 0

a21 a22 0

a31 a32 a33

 , (2.5)

where 

a11 = 1

1+ϕ1(h)
(
d+ kI

1+αI2

) , a12 = − ϕ1(h)k(S+bϕ1(h))(1−αI2){
1+ϕ1(h)

(
d+ kI

1+αI2

)}2
(1+αI2)2

,

a21 = ϕ2(h)kI
{1+ϕ2(h)(d+µ)}(1+αI2)a11,

a22 = 1
1+ϕ2(h)(d+µ)

[
1 + ϕ2(h)kI

(1+αI2)a12 +
ϕ2(h)kS(1−αI2)

(1+αI2)2

]
,

a31 = ϕ3(h)µ
1+ϕ3(h)d

a21, a32 = ϕ3(h)µ
1+ϕ3(h)d

a22, a33 = 1
1+ϕ3(h)d

.

Definition 2.2. [32] A fixed point of the system (2.4) is said to be locally asymptotically stable if |λi| < 1 and a
source if |λi| > 1, where λi, i = 1, 2, 3, are the eigenvalues of the variational matrix J of system (2.4) evaluated
at the fixed point.

Lemma 2.3. [32] Let λ1 and λ2 be the eigenvalues of a matrix Ĵ = [âij ], i, j = 1, 2. Then |λ1| < 1 and |λ2| < 1

iff (i) 1− det(Ĵ) > 0, (ii) 1− trace(Ĵ) + det(Ĵ) > 0 and (iii) 1 + trace(Ĵ) + det(Ĵ) > 0.

We have the following theorem about the stability of fixed points of (2.4).

Theorem 2.4. The disease-free fixed point E1 =
(
b
d , 0, 0

)
is locally asymptotically stable if R0 < 1 and the

endemic fixed point E∗ is stable if R0 > 1, where R0 = bk
d(d+µ) .

Proof. It is easy to check that the eigenvalues at E1 are λ1 = 1
1+ϕ1(h)d

, λ2 =
1+

bkϕ2(h)
d

1+ϕ2(h)(b+µ)
and λ3 = 1

1+dϕ3(h)
.

Here, 0 < |λ1,3| < 1 and λ2 > 0 for any step-size h > 0. Thus, for any h > 0, λ2 < 1 if bk
d < d + µ, i.e., if

R0 < 1. Therefore, E1 is stable if R0 < 1.
At the endemic fixed point E∗ = (S∗, I∗, R∗), the variational matrix is given by

J(E∗) =

 a∗11 a∗12 0

a∗21 a∗22 0

a∗31 a∗32 a∗33

 ,

where 
a∗11 = 1

G , a
∗
12 = −ϕ1(h)kS

∗(1−αI∗2)
(1+αI∗2)2G

, a∗21 = ϕ2(h)kI
∗

(1+αI∗2)H
a∗11,

a∗22 = 1 + ϕ2(h)kI
∗

(1+αI∗2)H
a∗12 −

2ϕ2(h)kS
∗αI∗2

(1+αI∗2)2H
, a∗31 = ϕ3(h)µ

F a∗21, a
∗
32 = ϕ3(h)µ

F a∗22,

a∗33 = 1
F , G = 1 + bϕ1(h)

S∗ , H = 1 + ϕ2(h)kS
∗

1+αI∗2 , F = 1 + ϕ3(h)µI
∗

R∗ .

Note that 0 < a∗11 < 1 and 0 < a∗22 < 1 for any h > 0. Here one eigenvalue of the variational matrix J(E∗)

is λ3 = a∗33, which is always positive and less than unity for any h > 0. Other two eigenvalues λi, i = 1, 2, of
J(E∗) can be obtained by finding the eigenvalues of the matrix

J1(E
∗) =

(
a∗11 a∗12
a∗21 a∗22

)
.

Here trace(J1(E
∗)) = a∗11 + a∗22 and

det(J1(E
∗)) = a∗11a

∗
22 − a∗12a

∗
21

= a∗11

{
1 + ϕ2(h)kI

∗

(1+αI∗2)H
a∗12 −

2ϕ2(h)kS
∗αI∗2

(1+αI∗2)2H

}
− ϕ2(h)kI

∗

(1+αI∗2)H
a∗11a

∗
12
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= a∗11

(
1− 2ϕ2(h)kαS

∗I∗2

(1+αI∗2)2H

)
.

Since 0 < a∗11 < 1 for any h > 0, so det(J1(E
∗)) < 1 and the condition 1 − det(J1(E

∗)) > 0 always holds.
Simple algebraic manipulations show that

1− trace(J1(E
∗)) + det(J1(E

∗)) = 1− (a∗11 + a∗22) + a∗11

{
1− 2ϕ2(h)kαS

∗I∗2

(1 + αI∗2)2H

}
= − ϕ2(h)kI

∗

(1 + αI∗2)H

{
− ϕ1(h)kS

∗

(1 + αI∗2)G
+

2ϕ1(h)kαS
∗I∗2

(1 + αI∗2)2G

}
+

2ϕ2(h)kαS
∗I∗2

(1 + αI∗2)2H

bϕ1(h)

S∗G

=
ϕ1(h)ϕ2(h)kI

∗

(1 + αI∗2)2GH

[
kS∗ + 2αI∗

{
b− kS∗I∗

(1 + αI∗2)

}]
=
ϕ1(h)ϕ2(h)kS

∗I∗

(1 + αI∗2)2GH
(k + 2αdI∗) > 0

and

1 + trace(J1(E
∗)) + det(J1(E

∗)) = 1 + (a∗11 + a∗22) + a∗11

{
1− 2ϕ2(h)kαS

∗I∗2

(1 + αI∗2)2H

}
= 1 + a∗11 +

{
1− 2ϕ2(h)kαS

∗I∗2

(1 + αI∗2)2H

}
(1 + a∗11)−

ϕ2(h)kI
∗

(1 + αI∗2)H

ϕ1(h)kS
∗(1− αI∗2)

(1 + αI∗2)2G

= 1 + a∗11 +

{
1− 2ϕ2(h)kαS

∗I∗2

(1 + αI∗2)2H

}
(1 + a∗11)

− ϕ2(h)kS
∗

(1 + αI∗2)H

ϕ1(h)kI
∗

(1 + αI∗2)G

{
1− 2αI∗2

(1 + αI∗2)

}
= a∗11 +

[
1− 2ϕ2(h)kS

∗

(1 + αI∗2)H

αI∗2

(1 + αI∗2)

]
(1 + a∗11) +

2ϕ1(h)ϕ2(h)k
2αS∗I∗3

(1 + αI∗2)3GH

+

{
1−

ϕ1(h)
(
b
S∗ − d

)
G

ϕ2(h)
kS∗

(1+αI∗2)

H

}
.

(2.6)

Here we show the positivity of each term on the right hand side of (2.6). Note that a∗11 = 1
G , so 0 < a∗11 < 1.

Using the value of G and H , one can check that 0 <
ϕ1(h)( b

S∗ −d)
G

< 1 and 0 <
ϕ2(h)

kS∗
(1+αI∗2)

H
< 1. It is then easy

to see that the expression in curly bracket is positive. The third term is always positive as ϕ1(h), ϕ2(h), G and H
are all positive. To prove that the expression in the third bracket is also positive, we note that αI∗2

1+αI∗2 < 1. Thus,

if 2ϕ2(h)kS
∗

(1+αI∗2)H
< 1, then

{
1− 2ϕ2(h)kS

∗

(1+αI∗2)H
αI∗2

(1+αI∗2)

}
> 0. The first term gives 2ϕ2(h)kS

∗

(1+αI∗2)
< H = 1 + ϕ2(h)kS

∗

(1+αI∗2)
⇒

ϕ2(h)kS
∗

(1+αI∗2)
< 1 ⇒ ϕ2(h) < (1+αI∗2)

kS∗ = 1
(d+µ)

. Therefore 1 + trace(J1(E
∗)) + det(J1(E

∗)) > 0 if ϕ2(h) < 1
(d+µ)

.

One can then choose the denominator function as ϕ2(h) = 1−e−(d+µ)h

(d+µ) , so that ϕ2(h) < 1
(d+µ) holds. Also, the

denominator function is in the form ϕ2(h) = h+O(h2). It is to be noted that no restriction is required on ϕ1(h)
and ϕ3(h) to hold the stability conditions of E∗, and therefore simplest form can be considered for ϕ1(h) and
ϕ3(h) such that ϕ1(h) = h = ϕ3(h). Therefore, following Lemma 2.3, |λi| < 1, i = 1, 2. By Definition 2.2, the
endemic fixed point E∗ is stable whenever it exists, i.e., if R0 > 1. This completes the theorem. ■

Remark 2.5. The system (2.2) can be written as

dN

dt
= b− dN, (2.7)

where N(t) = S(t) + I(t) + R(t) is the total population at time t. Following Mickens rule as described in
[28], all the denominator functions ϕi(h), i = 1, 2, 3 will be same and it is ϕi(h) = edh−1

d . It is to be noted

8
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that the stability condition 1 + trace(J(E∗)) + det(J(E∗)) > 0 does not hold for this choice of denominator
function. However, one can easily determine the denominator function ϕ2(h) as shown above such that the
stability condition holds.

Euler discrete-time epidemic model

Discretization of the continuous model (2.2) by Euler-forward technique gives the following system:

Sn+1 = Sn + bh− hSn

(
d+

kIn
1 + αI2n

)
,

In+1 = In + hIn

{
kSn

1 + αI2n
− (d+ µ)

}
,

Rn+1 = µhIn +Rn(1− dh),

(2.8)

where h(> 0) is the step-size. Due to the presence of negative terms on the right-hand side, the solutions are
not unconditionally positive as in the case of NSFD model (2.12). Such systems are prone to exhibit spurious
dynamics. The following results are known for the Euler discrete system (2.8).

Theorem 2.6. [30] The discrete system (2.8) is stable around the fixed point E1 if R0 < 1, h < min
{

2
d ,

2
(1−R0)(d+µ)

, 2
µ

}
and it is locally asymptotically stable around the fixed pointE∗ if one of the following condition

holds: (a) R0 > R1 > 1 and h < min
{
h∗, 2

µ

}
, or (b) 1 < R0 < R1 and h < min

{
h1, h

∗, 2
µ

}
, where

R1 = kI∗

ϕ∗
e

{
1 +

k(d+ϕ∗
e+p)

2

4d(d+µ)(2dαI∗2+k)

}
, h∗ =

d+ϕ∗
e+p

dp+ϕ∗
e(d+µ)

,

h1 = h∗ −
√

4(d+ϕ∗
e+p)

2−16ϕ∗
e(d+µ)( 2dαI∗

k +1)
2ϕ∗

e(d+µ)( 2dαI∗
k +1)

, ϕ∗e =
kI∗

1+αI∗2 , p = 2α(d+µ)I∗ϕ∗
e

k .

Numerical experiments

We perform numerical experiments to compare the dynamics and step-size dependency of the NSFD model (2.4)
and Euler model (2.8). We have plotted bifurcation diagrams for both the systems (Figure 3) with respect to h.
Population density remains at its steady-state value for all h, indicating consistent dynamics with its continuous
counterpart. It shows that the dynamic behaviour of NSFD system (2.4) is independent of the step-size (Figure
3a). However, the dynamic behaviour of the Euler system (2.8) depends on the step size (Figure 3b). Here
population density remains stable for h < 3.4647 and becomes unstable for h > 3.4647. In fact, it exhibits
spurious dynamics as the step size is larger (h > 3.4647).

Figure 3: (a) Bifurcation diagram of the susceptible population of the NSFD system (2.4) with respect to the step size h. It shows no
instability, and population density is always maintained at its stable value for all step-size. (b) A similar bifurcation diagram of Euler system
(2.8) shows that population density remains stable for h < 3.4647 and becomes unstable for h > 3.4647. It shows chaotic dynamics as h is
further increased. Parameters are [30]: b = 2, k = 0.2, d = 0.2, µ = 0.15, α = 10.
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2.2. Example 2: Continuous-time ecological model

Here we consider another population model in continuous time and construct the corresponding NSFD model
using our nonlocal discretization technique. Chattopadhyay et al. [33] investigated the dynamics of following
continuous-time plant-herbivore-parasite ecological model:

dx

dt
= rx

(
1− x

K

)
− αxy,

dy

dt
= −sy + βxy − γyz,

dz

dt
= δyz − µz,

(2.9)

where x, y and z represent, respectively, the densities of plant biomass, herbivore and parasite populations at
time t. This model says that the plant population grows logistically to the environmental carrying capacity K
with an intrinsic growth rate r when there is no herbivore. Herbivore eats plant population following mass action
law with α as the rate constant. The parasite attacks herbivores, and the attack rate is proportional to the product
of herbivore and parasite densities with γ as the proportionality constant. Natural death rates of herbivores and
parasites are s and µ, respectively. The parameters β and δ represent the growth rates of herbivores and parasites.
All parameters are positive. The following results [33] are known for the system (2.9).

Theorem 2.7. The system (2.9) has four equilibrium points. (i) The equilibrium point EP0 = (0, 0, 0) is always
unstable. (ii) The axial equilibrium point EP1 = (K, 0, 0) is stable if βK < s. (iii) The planar equilibrium

point EP2 = (x̄, ȳ, 0), where x̄ = s
β , ȳ = r

α

(
1− s

βK

)
, exists and is locally asymptotically stable if βK > s

and δ < βKαµ
r(βK−s) . (iv) The interior equilibrium point E∗

P = (x∗P , y
∗
P , z

∗
P ), where x∗P = K

(
1− αµ

rδ

)
, y∗P =

µ
δ , z

∗
P = 1

γ

{
−s+ βK

(
1− αµ

rδ

)}
, exists and is locally asymptotically stable if βK > s and δ > βKαµ

r(βK−s) .

NSFD model and its analysis

For convenience, we rewrite the continuous model (2.9) as

dx

dt
= rx− r

K
x2 − αxy,

dy

dt
= −sy + βxy − γyz,

dz

dt
= δyz − µz.

(2.10)

The continuous system (2.10) is transformed to the following NSFD system using the previous nonlocal
discretization techniques (R1) to (R7):

xn+1 − xn
ψ1(h)

= rxn − rxn+1xn
K

− αxn+1yn,

yn+1 − yn
ψ2(h)

= −syn+1 + βxn+1yn − γyn+1zn,

zn+1 − zn
ψ3(h)

= δyn+1zn − µzn+1,

(2.11)

where ψi(h), i = 1, 2, 3, are such that ψi(h) > 0 and ψi(h) = h + O(h2). Note that the similar term xy in the
first & second equations and yz in the second & third equations have been discretized following the rule (R7).

10
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Rearranging (2.11), we get

xn+1 =
xn(1 + rψ1(h))

1 + ψ1(h)
(
rxn

K + αyn
) ,

yn+1 =
yn(1 + βψ2(h)xn+1)

1 + ψ2(h)(s+ γzn)
,

zn+1 =
zn(1 + δψ3(h)yn+1)

1 + ψ3(h)µ
.

(2.12)

Thus, the solutions of the discrete system (2.12) remain positive for all step-size h whenever the initial values are
positive.

As before, one can observe that the NSFD system (2.12) has the same four fixed points with the same existence
conditions as it were in the continuous system (2.9). The variational matrix corresponding to the system (2.12) at
any arbitrary fixed point (x, y, z) is given by

J(x, y, z) =

 a11 a12 0

a21 a22 a23
a31 a32 a33

 , (2.13)

where
a11 = 1+rψ1(h)

1+ψ1(h)( rx
K +αy)

− x(1+rψ1(h))

{1+ψ1(h)( rx
K +αy)}2

(
rψ1(h)
K

)
, a12 = − x(1+rψ1(h))

{1+ψ1(h)( rx
K +αy)}2αψ1(h),

a21 = βψ2(h)y
1+ψ2(h)(s+γz)

a11, a22 = 1+βψ2(h)x
1+ψ2(h)(s+γz)

+ βψ2(h)y
1+ψ2(h)(s+γz)

a12, a23 = −y(1+βψ2(h)x)γψ2(h)
{1+ψ2(h)(s+γz)}2 ,

a31 = δψ3(h)z
1+ψ3(h)µ

a21, a32 = δψ3(h)z
1+ψ3(h)µ

a22, a33 = 1+δψ3(h)y
1+ψ3(h)µ

+ δψ3(h)z
1+ψ3(h)µ

a23.

We have the following lemma in relation to the stability of system (2.12).

Lemma 2.8. [34] Suppose the characteristic polynomial p(λ) of the variational matrix (2.13) is given by

p(λ) = λ3 + a1λ
2 + a2λ+ a3.

Then the roots λi, i = 1, 2, 3, of p(λ) = 0 satisfy |λi| < 1, i = 1, 2, 3 iff

(i) p(1) = 1 + a1 + a2 + a3 > 0,

(ii) (−1)3p(−1) = 1− a1 + a2 − a3 > 0,

(iii) 1− (a3)
2 > |a2 − a3a1|.

Then the following results are true for the system (2.12).

Theorem 2.9. (i) EP0 is always an unstable fixed point. (ii) EP1 is locally asymptotically stable if βK < s. (iii)
EP2 is stable if βK > s and δ < βKαµ

r(βK−s) . (iv) The interior fixed point E∗
P is always stable if βK > s and

δ > βKαµ
r(βK−s) .

Proof. At the trivial fixed point EP0 , the eigenvalues are λ1 = 1 + rψ1(h), λ2 = 1
1+sψ2(h)

and λ3 = 1
1+ψ3(h)µ

.
As λ1 > 1, EP0 is always unstable ∀ h > 0.

At EP1 , the eigenvalues are given by λ1 = 1
1+rψ1(h)

, λ2 = 1+βKψ2(h)
1+sψ2(h)

and λ3 = 1
1+ψ3(h)µ

. Here λ1 and λ3
both are positive and less than unity. λ2 will be positive and less than unity for all h > 0 if βK < s. Therefore,
EP1 is stable if βK < s.

11
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At the boundary fixed point EP2 (x̄, ȳ, 0), the variational matrix is given by

J(EP2 ) =

 ā11 ā12 0

ā21 ā22 ā23
0 0 ā33

 , (2.14)

where {
ā11 = 1−

(
x̄
K

) ( rψ1(h)
1+rψ1(h)

)
, ā12 = − x̄

1+rψ1(h)
αψ1(h), ā21 = βψ2(h)ȳ

1+βψ2(h)x
ā11,

ā22 = 1 + βψ2(h)ȳ
1+βψ2(h)x̄

ā12, ā23 = − ȳ
1+βψ2(h)x̄

γψ2(h), ā33 = 1+δψ3(h)ȳ
1+ψ3(h)µ

.

One eigenvalue of the above variational matrix J(EP2 ) is ā33 = 1+δψ3(h)ȳ
1+ψ3(h)µ

, which is always positive and less

than unity if δ < µ
ȳ = βKαµ

r(βK−s) . Other two eigenvalues of the matrix J(EP2 ) will be the characteristics roots of
the matrix

J1 =

(
ā11 ā12
ā21 ā22

)
.

From the existence condition of EP2 , it is easy to see that 0 < ā11 < 1. After some algebraic manipulations, one
have

ā22 = 1− βψ2(h)ȳ

{1 + βψ2(h)x̄}
αψ1(h)x̄

{1 + rψ1(h)}
= 1−

(
βψ2(h)x̄

1 + βψ2(h)x̄

)r
(
1− s

βK

)
ψ1(h)

1 + rψ1(h)

 ,

implying that 0 < ā22 < 1. On substitution the values of ā22, ā21 and noting that x̄ < K, one can obtain
1− det(J1) = 1− ā11 ā22 + ā12 ā21

= 1− ā11 − βψ2(h)ȳ
1+βψ2(h)x̄

ā11ā12 +
βψ2(h)ȳ

1+βψ2(h)x̄
ā11ā12 = 1− ā11 > 0,

1− trace(J1) + det(J1) = 1− (ā11 + ā22) + ā11
= 1− ā22 > 0 and 1 + trace(J1) + det(J1) = 1 + 2ā11 + ā22 > 0.

Thus, whenever it exists, EP2 is locally asymptotically stable if δ < βKαµ
r(βK−s) .

At the interior fixed point E∗
P , the variational matrix is given by

J(E∗
P ) =

 a∗11 a∗12 0

a∗21 a∗22 a∗23
a∗31 a∗32 a∗33

 , (2.15)

where 

a∗11 = 1−
(
x∗
P

K

)(
rψ1(h)
G

)
> 0, a∗12 = −x∗

Pαψ1(h)
G < 0, a∗21 =

βψ2(h)y
∗
P

H a∗11 > 0,

a∗22 = 1 +
βψ2(h)y

∗
P

H a∗12 = 1− βψ2(h)x
∗
P

H ∗ αψ1(h)y
∗
P

G > 0, a∗23 = −y∗P γψ2(h)
H < 0,

a∗31 =
δψ3(h)z

∗
P

E a∗21 > 0, a∗32 =
δψ3(h)z

∗
P

E a∗22 > 0,

a∗33 = 1 +
δψ3(h)z

∗
P

E a∗23 = 1−
(
δψ3(h)y

∗
P

E

)(
z∗P γψ2(h)

H

)
> 0,

G = 1 + rψ1(h), H = 1 + βψ2(h)x
∗
P , E = 1 + δψ3(h)y

∗
P .

Following the existence conditions of the interior fixed point E∗
P , 0 < a∗ii < 1, i = 1, 2, 3. The characteristic

equation corresponding to the matrix J(E∗
P ) has the form

p1(λ) = λ3 +A1λ
2 +A2λ+A3 = 0, (2.16)

where the coefficients are
A1 = −trace(J(E∗

P )) = −a∗11 − a∗22 − a∗33,
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A2 = sum of principle minors of J(E∗
P )

= (a∗11a
∗
22 − a∗12a

∗
21) + (a∗22a

∗
33 − a∗23a

∗
32) + a∗11a

∗
33,

A3 = −det(J(E∗
P )) = −a∗11(a∗22a∗33 − a∗23a

∗
32) + a∗12(a

∗
21a

∗
33 − a∗23a

∗
31) < 0.

Simple manipulations give
a∗11a

∗
22 − a∗12a

∗
21 = a∗11 +

βϕ2(h)y
∗

H a∗11a
∗
12 −

βϕ2(h)y
∗

H a∗11a
∗
12 = a∗11,

a∗22a
∗
33 − a∗23a

∗
32 = a∗22 and a∗21a

∗
33 − a∗31a

∗
23 = a∗21.

Thus, the coefficients simplify to
A1 = −a∗11 − a∗22 − a∗33 (< 0), A2 = a∗11 + a∗22 + a∗11a

∗
33 (> 0), A3 = −a∗11 (< 0).

Now our objective is to show that all the conditions of Lemma 2.8 are satisfied for the characteristic equation
(2.16). One can compute
p1(1) = 1 +A1 +A2 +A3 = 1− a∗33 − a∗11 + a∗11a

∗
33 = (1− a∗11)(1− a∗33),

(−1)3p1(−1) = 1−A1 +A2 −A3.
Noting the signs of a∗ij , Ai and a∗ii < 1, i, j = 1, 2, 3, one can easily observe that p1(1) and (−1)3p1(−1) both
are positive. Thus, first two conditions of Lemma 2.8 are satisfied. For the third condition, we first note that
|A2 −A3A1| < 1−A2

3 gives A2 −A3A1 −A2
3 + 1 > 0 and A2 −A3A1 +A2

3 − 1 < 0. Here

A2 −A3A1 −A2
3 + 1 = (a∗11 + a∗22 + a∗11a

∗
33)− a∗11(a

∗
11 + a∗22 + a∗33)− a∗11

2 + 1

= (a∗11 + a∗22)(1− a∗11) + (1− a∗11
2) = (1− a∗11)(1 + 2a∗11 + a∗22),

A2 −A3A1 +A2
3 − 1 = (a∗11 + a∗22 + a∗11a

∗
33)− a∗11(a

∗
11 + a∗22 + a∗33) + a∗11

2 − 1

= a∗11 + a∗22(1− a∗11)− 1 = (1− a∗11)(a
∗
22 − 1).

Observing the signs as before, one can then easily have

A2 −A3A1 −A2
3 + 1 > 0 and A2 −A3A1 +A2

3 − 1 < 0.

Combining these two inequalities, we have |A2 − A3A1| < 1 − A2
3. Thus, all three conditions of Lemma 2.8

hold and therefore, the interior fixed point E∗
P is locally asymptotically stable whenever it exists, i.e., βK > s

and δ > βKαµ
r(βK−s) . Hence the theorem. ■

Remark 2.10. It is to be noted that we do not need any restriction on ψi(h), i = 1, 2, 3, to prove the positivity and
dynamic consistency of the discrete system (2.12). Therefore, ψi(h) can take any form that satisfies ψi(h) > 0

and ψi(h) = h+O(h2), i = 1, 2, 3. In the simulations, we consider the simplest form of ψi(h) = h.

Remark 2.11. It is to be noted that the system (2.9) does not satisfy the conservation law. For this type of system,
Mickens [28] defined a rule for choosing the denominator functions ψi(h), i = 1, 2, 3. Following that rule, one
has to use the Euler-forward scheme for the first derivative and nonlocal approximations for other terms in all
three equations of system (2.9). After doing this for the first equation of system (2.9) and then solving for xn+1,
one has

xn+1 =
xn(1 + rh)

1 + h
(
rxn

K + αyn
) .

Since (1 + rh) occurs [28], it implies that the denominator function will be ψ1(h) =
erh−1
r . Similarly, from the

other two equations of system (2.9), one can find the other two denominator functions as ψ2(h) = esh−1
s and

ψ3(h) =
eµh−1
µ . Thus all three denominator functions have to be determined separately using the Euler forward

scheme and nonlocal approximations if the continuous system is not conservative and the transformed nonlocal
system contains terms like (1 + rh). But such a choice of separate denominator function for each equation of a
higher-order equation will multiply the complexity for analytical computation of stability conditions.
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Numerical experiments

For numerical comparison, we first write the Euler-forward discrete version of the continuous model (2.9):

xn+1 = xn + h
{
rxn

(
1− xn

K

)
− αxnyn

}
,

yn+1 = yn + h(−syn + βxnyn − γynzn),

zn+1 = zn + h(δynzn − µzn).

(2.17)

To compare the step-size independency and dynamic consistency of the NSFD model (2.12) with that of the Euler
model (2.17), we have plotted two bifurcation diagrams (Figure 4) of plant biomass with respect to the step-size
h. As there is no restriction on ψi(h), we consider ψi(h)=h for all i in (2.12). Figure 4a shows that the dynamic
behaviour of the NSFD system (2.12) is independent of the step-size, and Figure 4b depicts step-size dependent
numerical instabilities in Euler system (2.17). In the last case, plant biomass population density remains stable
for h < 1.1113 and shows instability for h > 1.1113.

Figure 4: Bifurcation diagram of plant biomass (Fig. a) of the NSFD system (2.12) with varying step-size (h). This figure shows no
instability in system (2.12) when step size is varied. Similar bifurcation diagram of Euler system (2.17) shows that the solution remains stable
for h < 1.1113 and loses its stability for h > 1.1113. Parameters are r = 0.95, K = 2.2, α = 0.8, s = 0.25, β = 0.55, γ = 0.23,
µ = 0.09, δ = 0.11.

2.3. Example 3: Continuous-time epidemic model

O’Keefe [35] has investigated the dynamics of an epidemic model having frequency-dependent disease
transmission. The model reads

dS

dt
= (S + ρI)(1− S − I)− βSI

S + I
− µS,

dI

dt
=

βSI

S + I
− (α+ µ)I ,

(2.18)

where S and I represent, respectively, the densities of susceptible and infective hosts at time t. Here ρ (0 ≤ ρ ≤ 1)
is the fertility coefficient of infected hosts, and β is the disease transmission rate. µ represents the natural death
rate of both hosts, and the additional death of infectives due to disease is represented by α. All parameters are
non-negative from a biological point of view. The following stability results are known from [35].

Theorem 2.12. The disease-free equilibrium point Ee1 = (1−µ, 0) always exists and it is locally asymptotically
stable if µ < 1, β < (α+ µ). The endemic (interior) equilibrium point Ee∗ = (Se∗, Ie∗), where Se∗ = A(α+µ)

B

and Ie∗ = A(β−α−µ)
B withA = −α−µ−α(α+µ)+β(α+µ)+ρ(α+µ)−βρ,B = β{ρ(α+µ)−α−µ−βρ},

exists and is locally asymptotically stable whenever β > α+ µ, A < 0.

We now construct the NSFD counterpart of the model (2.21) following the rules defined in Section 2.
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NSFD model and its analysis

For convenience, we rewrite the continuous model (2.18) as

dS

dt
= S − S2 − (1 + ρ)SI + ρI − ρI2 − βSI

S + I
− µS,

dI

dt
=

βSI

S + I
− (α+ µ)I .

(2.19)

Using the previous nonlocal discretization techniques R1-R8, the continuous system (2.19) can easily be
transformed to the following NSFD system:

Sn+1 − Sn
ξ1(h)

= Sn − SnSn+1 − (1 + ρ)Sn+1In + ρIn − ρSn+1I
2
n

Sn
− βSn+1In

Sn + In
− µSn+1,

In+1 − In
ξ2(h)

=
βSn+1In
Sn + In

− (α+ µ)In+1,
(2.20)

where the denominator functions ξi(h), i = 1, 2, are such that ξi(h) > 0, ∀h > 0 and ξi(h) = h + O(h2). One
should notice that the terms ρI and ρI2 of the first equation of (2.19) have been discretized following (R5).
Rearranging (2.20), we get

Sn+1 =
Sn

{
1 + ξ1(h)

(
1 + ρIn

Sn

)}
1 + ξ1(h)

{
Sn + (1 + ρ)In +

ρI2n
Sn

+ βIn
Sn+In

+ µ
} ,

In+1 =
In

(
1 + ξ2(h)

βSn+1

Sn+In

)
1 + ξ2(h)(α+ µ)

.

(2.21)

As expected, the NSFD system (2.21) is positively invariant; therefore, all solutions remain positive if they start
with a positive initial value. The discrete system (2.21) has the same equilibrium points as the continuous system
(2.18). The variational matrix at any arbitrary fixed point (S, I) of (2.21) is given by

J(S, I) =

(
a11 a12
a21 a22

)
, (2.22)

where 

a11 = 1+ξ1(h)

1+ξ1(h)
{
S+(1+ρ)I+ ρI2

S + βI
S+I +µ

} −
{1+ξ1(h)(1+ ρI

S )}ξ1(h)S
(
1− ρI2

S2 − βI

(S+I)2

)
[
1+ξ1(h)

{
S+(1+ρ)I+ ρI2

S + βI
S+I +µ

}]2 ,

a12 = ρξ1(h)

1+ξ1(h)
{
S+(1+ρ)I+ ρI2

S + βI
S+I +µ

} −
{1+ξ1(h)(1+ ρI

S )}ξ1(h)
{
(1+ρ)S+2ρI+ βS2

(S+I)2

}
[
1+ξ1(h)

{
S+(1+ρ)I+ ρI2

S + βI
S+I +µ

}]2 ,

a21 =
ξ2(h)

βI
S+I

1+ξ2(h)(α+µ)
a11 −

ξ2(h)
βSI

(S+I)2

1+ξ2(h)(α+µ)
,

a22 =
1+ξ2(h)

βS
S+I

1+ϕ2(α+µ)
+

ξ2(h)
βI

S+I

1+ξ2(h)(α+µ)
a12 −

ξ2(h)
βSI

(S+I)2

1+ξ2(h)(α+µ)
.

The following stability results for the discrete system (2.21) can be proved.

Theorem 2.13. The disease-free fixed point Ee1 = (1−µ, 0) is locally asymptotically stable if µ < 1, β < α+µ

and the endemic equilibrium point Ee∗ = (Se∗, Ie∗) is locally asymptotically stable if β > α + µ and A < 0,
where A = −α− µ− α(α+ µ) + β(α+ µ) + ρ(α+ µ)− βρ, i.e., Ee∗ is stable whenever it exists.

Proof. It is not a difficult tusk to check that the eigenvalues evaluated at Ee1 are λ1 = 1+ξ1(h)µ
1+ξ1(h)

and λ2 =
1+ξ2(h)β

1+ξ2(h)(α+µ)
. Note that 0 < λ1 < 1 as 0 < µ < 1, and λ2 > 0 for any positive step-size. Thus, for any h > 0,
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λ2 < 1 if β < α + µ. Therefore, if Ee1 exists then it will be stable if β < α + µ. In this case, the interior
equilibrium point Ee∗ does not exist.
At the interior equilibrium point Ee∗ = (Se∗, Ie∗), the variational matrix is given by

J(Ee∗) =

(
a∗11 a∗12
a∗21 a∗22

)
,

where 

a∗11 = 1− ξ1(h)
G

{(
Se∗ + ρIe∗

Se∗

)
− ρIe∗2

Se∗ − βSe∗Ie∗

(Se∗+Ie∗)2

}
,

a∗12 = ξ1(h)
G

{
ρ− Se∗(1 + ρ)− 2ρIe∗ − βSe∗2

(Se∗+Ie∗)2

}
,

a∗21 = ξ2(h)
H

{
βIe∗

Se∗+Ie∗ a∗11 −
βSe∗Ie∗

(Se∗+Ie∗)2

}
,

a∗22 = 1− ξ2(h)
H

{
βSe∗Ie∗

(Se∗+Ie∗)2 − βIe∗a∗12
Se∗+Ie∗

}
,

G = 1 + ξ1(h)
(
1 + ρIe∗

Se∗

)
, H = 1 + ξ2(h)

βSe∗

Se∗+Ie∗ .

We shall use Lemma 2.3 to prove the local stability of Ee∗. One can evaluate
trace(J(Ee∗)) = a∗11 + a∗22

=
{
1− ξ1(h)

G

(
Se∗ + ρIe∗

Se∗

)}
+ ξ1(h)

G

(
ρIe∗2

Se∗ + βSe∗Ie∗

(Se∗+Ie∗)2

)
+

{
1−

(
Ie∗

Se∗+Ie∗

)(
βSe∗ξ2(h)

(Se∗+Ie∗)H

)}
+ βIe∗ξ1(h)ξ2(h)

(Se∗+Ie∗)GH

{
ρ(1− Se∗ − Ie∗)− Se∗ −

(
ρIe∗ + βSe∗2

(Se∗+Ie∗)2

)}
=

{
1− ξ1(h)

G

(
Se∗ + ρIe∗

Se∗ + βSe∗Ie∗ξ2(h)
(Se∗+Ie∗)H

)}
+

{
1−

(
Ie∗

Se∗+Ie∗

)(
βSe∗ξ2(h)

(Se∗+Ie∗)H

)}
+ ξ1(h)

G

(
ρIe∗2

Se∗ + βSe∗Ie∗

(Se∗+Ie∗)2

)(
1− βSe∗ξ2(h)

(Se∗+Ie∗)H

)
+ ξ1(h)ξ2(h)βI

e∗

(Se∗+Ie∗)GH ρ(1− Se∗ − Ie∗).

Following the existence condition of Ee∗, we have Se∗ + Ie∗ = βA
B < 1 and then Se∗ + βSe∗Ie∗ξ2(h)

(Se∗+Ie∗)H =

1
H (Se∗ + ξ2(h)βS

e∗) < 1 and also ξ1(h)
(
Se∗ + ρIe∗

Se∗

)
< G and ξ2(h)βS

e∗

Se∗+Ie∗ < H .

Thus,
{
1− ξ1(h)

G

(
Se∗ + ρIe∗

Se∗ + βSe∗Ie∗ξ2(h)
(Se∗+Ie∗)H

)}
> 0. Hence we get trace(J(Ee∗)) > 0.

Also, det(J(Ee∗)) = a∗11a
∗
22 − a∗12a

∗
21

= a∗11

[
1− ξ2(h)

H

{
βSe∗Ie∗

(Se∗+Ie∗)2 − βIe∗

Se∗+Ie∗ a∗12

}]
− a∗12

ξ2(h)
H

{
βIe∗

Se∗+Ie∗ a∗11 −
βSe∗Ie∗

(Se∗+Ie∗)2

}
= a∗11 −

βSe∗Ie∗ξ2(h)
(Se∗+Ie∗)2H (a∗11 − a∗12).

Simple algebraic manipulations show that
1− det(J(Ee∗)) = 1− a∗11 +

βSe∗Ie∗ξ2(h)
(Se∗+Ie∗)2H (a∗11 − a∗12)

= ξ1(h)
G

{
Se∗ + ρIe∗

Se∗ (1− Ie∗)− βSe∗Ie∗

(Se∗+Ie∗)2

}
+ βSe∗Ie∗ξ2(h)

(Se∗+Ie∗)2H

(
1− ρξ1(h)

G + βSe∗ξ1(h)
(Se∗+Ie∗)G

)
+ βSe∗Ie∗ξ1(h)ξ2(h)

(Se∗+Ie∗)2GH

(
ρIe∗2

Se∗ + ρSe∗ + ρIe∗
)

= ξ1(h)
G

{
Se∗ + ρIe∗

Se∗ (1− Ie∗)
}
+ βSe∗Ie∗

(Se∗+Ie∗)2
1
GH {−Hξ1(h) +Gξ2(h)

+ξ1(h)ξ2(h)
(
−ρ+ βSe∗

Se∗+Ie∗

)}
+ βSe∗Ie∗ξ1(h)ξ2(h)

(Se∗+Ie∗)2GH

(
ρIe∗2

Se∗ + ρSe∗ + ρIe∗
)

= ξ1(h)
G

{
Se∗ + ρIe∗

Se∗ (1− Ie∗)
}
+ βSe∗Ie∗

(Se∗+Ie∗)2
1
GH {ξ2(h)− ξ1(h)}

+βSe∗Ie∗ξ1(h)ξ2(h)
(Se∗+Ie∗)2GH

{
(1− ρ) + ρIe∗

Se∗ + ρIe∗2

Se∗ + ρSe∗ + ρIe∗
}

.
Again,
1− trace(J(Ee∗)) + det(J(Ee∗)) = 1− (a∗11 + a∗22) + (a∗11a

∗
22 − a∗12a

∗
21)

= 1− a∗22 −
βSe∗Ie∗ξ2(h)
(Se∗+Ie∗)2H (a∗11 − a∗12)

= βIe∗ξ2(h)
(Se∗+Ie∗)2H {Se∗(1− a∗11)− Ie∗a∗12}

= βIe∗ξ1(h)ξ2(h)
(Se∗+Ie∗)2GH

(
Se∗

2
+ Se∗Ie∗ + ρSe∗Ie∗ + ρIe∗

2
)
> 0.
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One can easily check that 1 + trace(J(Ee∗)) + det(J(Ee∗)) > 0, as trace(J(Ee∗)) > 0 and also 1 −
trace(J(Ee∗)) + det(J(Ee∗)) > 0. If we choose the denominator functions ξ1(h) and ξ2(h) such that ξ2(h) ≥
ξ1(h), ∀h > 0, then 1− det(J(Ee∗)) is also positive. An obvious choice is ξi(h) = h, i = 1, 2, ∀h > 0. Thus,
the interior equilibrium point Ee∗ is stable whenever it exists. Hence the theorem is proven. ■

Remark 2.14. The system (2.18) does not satisfy the conservation law. In such a case, following Mickens [28]
rules, the denominator functions for the first and second equations will be ξ1(h) = eµh−1

µ and ξ2(h) = e(α+µ)h−1
α+µ ,

respectively. To hold the condition 1 − det(J(Ee∗)) > 0, the denominator functions ξi(h), i = 1, 2, have to
satisfy ξ2(h) ≥ ξ1(h). However, as mentioned above, the denominator functions ξ1(h) and ξ2(h) do not satisfy
this restriction for the nonzero value of α.

Numerical experiments

Again we construct the following Euler discrete system for the continuous-time (2.18)

Sn+1 = Sn + h

{
(Sn + ρIn)(1− Sn − In)−

βSnIn
Sn + In

− µSn

}
,

In+1 = In + h

{
βSnIn
Sn + In

− (α+ µ)In

}
,

(2.23)

and compare its dynamics with the NSFD discrete system (2.21). We have plotted bifurcation diagrams for
both the systems taking h as the bifurcation parameter (Figure 5). It shows that the dynamics of NSFD system
(2.21) is independent of the step-size (Figure 5a), but the Euler discrete system (2.23) shows step-size dependent
dynamics (Figure 5b) and produces spurious behaviour for higher step-size. Therefore, the Euler-discrete model
is dynamically inconsistent, but the NSFD model is dynamically consistent.

Figure 5: (a) Bifurcation diagram of the susceptible population with respect to step-size (h) for NSFD system (2.21). It shows that the
population is stable for any positive value of the step size. (b) Bifurcation diagram of the susceptible population with respect to step-size
(h) for Euler discrete system (2.23). It shows that the population becomes unstable as step-size h exceeds 2.73. Parameters are ρ = 0.65,
β = 0.45, µ = 0.23, α = 0.2.

3. Summary

In the last two-three decades, nonstandard finite difference scheme has received significant interest in the
discretization of the continuous system due to its superiority over other discretization techniques for various
reasons. First, the transformed discrete system can be made positively invariant using proper nonlocal
discretization techniques, though the standard discretization techniques often fail. Secondly, the NSFD model
can be shown to be dynamically consistent with its continuous counterpart, which means the stability property
of each equilibrium point of the continuous system remains the same for the NSFD model. However, in many
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cases, the discrete model formulated by the standard discretization technique shows (spurious) dynamics that are
not at all the dynamics of the original continuous system. Another great advantage of the NSFD technique is
that the dynamics, in this case, can be shown to be independent of the step size, which can reduce the
computational cost. There are two main steps in the construction of an NSFD system from a given continuous
system of first-order differential equations, viz. discretization of the first-order derivative of the continuous
system, where one has to choose a denominator function and discretize the interaction terms, where one has to
use nonlocal discretization for both the linear and nonlinear terms of the differential equation. Unfortunately,
there is no general rule for both of these steps [5, 26]. However, some techniques have been defined [5, 26, 28]
and successfully preserved both the positivity and dynamic properties of (relatively simple) continuous systems.
However, previous techniques of choosing the denominator function may fail in many cases to preserve the
dynamic properties of the continuous system. This study extends other studies mainly in two ways. First, we
have defined some uniform rules for nonlocal discretization that one can follow while using the NSFD scheme.
Secondly, the selection of the denominator function plays a crucial role in proving the dynamic consistency of
the discrete model with its continuous systems. Mickens and others have defined some denominator functions
for conservative and nonconservative systems. Such a predetermined form of the denominator function may not
work well, and the dynamics of the discrete system constructed after nonlocal discretization may depend on the
step size [36]. Instead of considering such a predetermined denominator function, we here show that the
denominator function can be selected from the stability conditions of the transformed discrete system. Using our
uniform rules for the nonlocal discretization of a continuous positive system, we have shown that highly
complex population models not only preserve the positivity and dynamic consistency of the continuous system,
but the dynamics also become independent of step-size, which has significant computational facility, especially
for coupled systems.
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